
This article was originally published in a journal published by
Elsevier, and the attached copy is provided by Elsevier for the

author’s benefit and for the benefit of the author’s institution, for
non-commercial research and educational use including without

limitation use in instruction at your institution, sending it to specific
colleagues that you know, and providing a copy to your institution’s

administrator.

All other uses, reproduction and distribution, including without
limitation commercial reprints, selling or licensing copies or access,

or posting on open internet sites, your personal or institution’s
website or repository, are prohibited. For exceptions, permission

may be sought for such use through Elsevier’s permissions site at:

http://www.elsevier.com/locate/permissionusematerial

http://www.elsevier.com/locate/permissionusematerial


Aut
ho

r's
   

pe
rs

on
al

   
co

py

Finite Elements in Analysis and Design 43 (2007) 384–396
www.elsevier.com/locate/finel

An atomic interaction-based continuummodel for
adhesive contactmechanics

Roger A. Sauer∗, Shaofan Li
Department of Civil and Environmental Engineering, University of California, Berkeley, CA 94720, USA

Received 12 August 2006; accepted 30 November 2006
Available online 31 January 2007

Abstract

A micro/nano-scale computational contact mechanics model is proposed to study the adhesive contact between deformable bodies. To model
adhesive contact, an interatomic interaction potential is incorporated into the framework of nonlinear continuum mechanics. The ensuing contact
model is cast into an efficient finite element formulation which is implemented using an updated Lagrangian approach. The scaling of the
model with respect to its geometrical size and the strength of adhesion is investigated. The proposed computational contact model is validated
by a comparison with the analytical JKR and Maugis–Dugdale models.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In this work we consider dry adhesive contact between small-
scale, continuum bodies. The adhesive contact interaction be-
tween two bodies originates from the interaction of individual
atoms belonging to the bodies. These interatomic interactions
are characterized by weak, long range attraction and strong,
short range repulsion.Adhesion is particularly strong if the bod-
ies are highly compliant, so that a geometrically exact, large-
deformation description should be considered.
The first adhesive contact model to appear is the widely

used JKR theory by Johnson et al.[1]. The JKR model is
an analytical model which extends the non-adhesive Hertzian
contact theory (e.g see[2]). In the wake of the JKR model
other theories followed, most prominently the DMT model by
Derjaguin et al.[3] and the Maugis–Dugdale (M–D) model[4].
Although these models have been successfully applied to study
rubber adhesion[1], MEMS stiction [5], adhesion of living
cells [6], nanoindentation[7,8], atomic force microscopy[9]
and the adhesion used by the Gecko[10], they have some major
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limitations: They are restricted to infinitesimal deformations
and special, e.g. spherical, geometry. To obtain more general
models, the authors of[11,12] have considered finite ele-
ment approaches to model adhesive contact. These approaches
achieve to generalize the geometry and they have been suc-
cessfully validated by the JKR and M–D models. However,
in both [11,12] the interaction between the contacting bodies
is not taken into account since one of the bodies is supposed
to be rigid, thus decoupling the deformation between the two
bodies in contact and simplifying the computational treatment
substantially. In oder to capture the interaction of largely de-
forming bodies during adhesive contact, a more general model
is called for.
General large-deformation contact between deformable con-

tinua has been extensively studied by the field of computational
contact mechanics[13,14]. Here, the research has been driven
largely by the study of contact at the macroscale. From the
macroscopic viewpoint contact is perceived as the impenetra-
bility of two continua and is therefore usually modelled as
a constrained optimization problem. Two bodies approaching
each other do not interact as long as there is a gap in between.
As the gap closes the impenetrability constraint becomes
suddenly active. At the nanoscale, on the other hand, the tran-
sition is smooth and ranges from the weak attraction of bodies
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well separated to the strong repulsion between bodies squeezed
together. It is this smooth behavior and its atomic foundation
which characterizes the interaction of nanoscale bodies. These
mechanisms carry over to the macroscale as can be seen by the
adhesion used by the Gecko[10,15]. On the toes of the Gecko
millions of tiny spatula-shaped hairs, nanoscale in dimension,
interact with an underlying surface leading to very strong ad-
hesive forces and enabling the animal to cling to very rough or
smooth surfaces.
In view of existing approaches, the objective therefore arises

to incorporate the interatomic interaction occurring between
two deformable bodies into a computational, large-deformation,
continuum mechanical framework to study dry adhesive con-
tact for small scales. At such scales the interatomic interaction
can lead to the strong coupling between large regions of the
bodies, so that from the numerical viewpoint it further becomes
important to formulate efficient algorithms.
In [16] the present authors have proposed a large-

deformation, continuum contact model based on interatomic
interactions. These are homogenized, or coarse-grained, from
the molecular dynamics description and the model is therefore
termed the ‘Coarse-grained contact model’ (CGCM). In that
work, the focus has been placed on the theoretical develop-
ment of the model and its efficient implementation within a
nonlinear finite element framework. The present paper serves
to extend the previous work: The general behavior and scaling
of the CGCM are further investigated and its application to
adhesive contact mechanics is considered. In the following two
sections we review the theory and FE implementation of the
CGCM. Section 4 discusses its general behavior in dependence
of two model parameters, which characterize the geometrical
scale and the strength of adhesion. In Section 5 we validate
the model by comparing it with the analytical M–D model.
Conclusions are drawn in Section 6.

2. Continuum mechanical framework

In this section the proposed model, the CGCM, is formulated
in the framework of large deformation continuum mechanics.
We start by considering the interaction of two bodies as is
illustrated inFig. 1. The bodies are denoted by�10 and�20 in
their reference configurations. Their current configurations are
denoted by�1 and�2. The deformation from one configuration
to the other is described by the mappings�1 and�2. Associated

Fig. 1. Nanoscale continuum contact mechanics.

with these are the two deformation gradientsF1 = Grad�1
andF2 = Grad�2, where the gradient operator is taken with
respect to the reference configurations�10 and�20. The bodies
are subjected to the usual prescribed displacement and traction
boundary conditions. The internal response of each body is
considered as hyperelastic, i.e. it is described by the internal
potential

�int =
∫
�0

W(F)dV , (1)

whereW(F) is the stored energy density in the reference
configuration. It follows from the chosen constitutive relation
modelling the material response. One such choice is the
atomistic-based Cauchy–Born rule, which has been used to
great extent in the literature, e.g. see[17] and references
therein. The conjunction of the Cauchy–Born rule with the pro-
posed CGC model has been studied in our earlier work[16].
Instead of the Cauchy–Born rule one can also consider a phe-
nomenological energy density functionW, like a Neo-Hookean
or related model, e.g. see[18].
Returning toFig. 1, we consider two generic points, denoted

by X1 ∈ �10 andX2 ∈ �20 in the material domain and by
x1 ∈ �1 andx2 ∈ �2 in the spatial domain. Further, the atomic
or particle densities in the two respective configurations are
denoted by�10 and�20 (in number of particles per reference
volume), and�1 and�2 (in number of particles per current vol-
ume). The two descriptions are related by the Jacobian deter-
minant of the mapping, as

�0 = J�, J = det F, (2)

valid for both bodies. In view of the relation dv = J dV be-
tween the volume differentials of the spatial and material con-
figurations, it becomes apparent that the number of particles in
a given volume is conserved, i.e. we have

�0 dV = �dv = const. (3)

This implies that, for now, we are not considering a flux of
particles from, or into the bodies.
Within the CGC model the interaction between the two con-

tinua is modelled based upon the interaction of individual par-
ticles. For this, we consider that the interaction between two
particles located atx1 andx2, with distancer = |x1 − x2|, is
modelled by a two point potential�(r). In general�(r) may
be any potential applicable to the nature of the interaction be-
tween the particles; see for instance[19] for a comprehensive
overview.A particular example is the van derWaals interaction,
which is typically modelled by the Lennard-Jones potential

�(r) = �
( r0
r

)12 − 2�
( r0
r

)6
. (4)

Here r0 is the equilibrium distance where the forceF(r) =
−��(r)/�r vanishes, and� corresponds to the energy well atr=
r0. Integration over all pointsx1 andx2 leads to the interaction
energy

�C =
∫
�1

∫
�2

�1�2�(r)dv2 dv1, (5)
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for the two interacting continua. Such a continuum approach
dates back to the 1930s with the works of Bradley[20] and
Hamaker[21], who have evaluated (5) for rigid spheres. In
recent years the interaction energy�C has been considered in
the numerical study of carbon nanotubes in the works ofArroyo
et al.[22] andQian et al.[23]. The novelty of our approach is the
general setting within large deformation continuum mechanics
and its efficient implementation into a numerical framework,
such as the finite element method. It is noted that, due to a cutoff
range of�, the interaction can be restricted to the subdomains
�̄1 ⊆ �1 and�̄2 ⊆ �2 shown inFig. 1.
With the definition of the internal energy�int (1) of each

body, their interaction energy�C (5), and the further presump-
tion of the existence of an external energy�ext, the system
shown inFig. 1 becomes conservative and is governed by a
variational principle. Its total potential energy is given by

� =
2∑

I=1

[�int,I − �ext,I ] + �C, (6)

whereI =1,2 denotes the two bodies. Quasi-static equilibrium
then follows form the principle of virtual work statement��=
0. The variation of the internal energy�int of each body can
be written as

��int =
∫
�0

grad(��) : �dv, (7)

where�� denotes the variation of the motion,� denotes the
Cauchy stress field and the operator ‘:’ denotes the tensorial
inner product. The external energy of each body is considered
such that its variation can be expressed as

��ext =
∫
�

�� · b̄dv +
∫
�t

�� · t̄da, (8)

whereb̄ andt̄ denote applied body forces and surface tractions.
With the help of relation (3), the variation of the interaction
energy�C becomes

��C =
∫
�1

∫
�2

�1�2

(
��

�x1
· ��1 + ��

�x2
· ��2

)
dv2 dv1

= −
∫
�1

��1 · �1b1 dv1 −
∫
�2

��2 · �2b2 dv2, (9)

where we have identified the body forces

b1(x1) := −��2

�x1
, �2(x1) :=

∫
�2

�2 �(r)dv2,

b2(x2) := −��1

�x2
, �1(x2) :=

∫
�1

�1 �(r)dv1. (10)

This leads to the following physical interpretation: the mutual
presence of the two continua leads to body forces acting on
both bodies. The body forceb1 acts atx1 ∈ �1 and depends
on the current shape�2 of body 2; the body forceb2 acts at
x2 ∈ �2 and depends on the configuration�1. Such is the con-
tinuum nature of this interaction. We note that the interaction
is substantially simplified if one or both bodies are considered

rigid, such that the integration domains in Eq. (10) become
fixed. This corresponds to the approach of infinitesimal contin-
uum mechanics, where equilibrium is formulated on the unde-
formed configurations.
Collecting the term of Eqs. (7)–(9) above, the principle of

stationary potential energy yields the weak form

2∑
I=1

[∫
�I

grad(��I ) : �I dvI − ��ext,I

−
∫
�I

��I · �IbI dvI

]
= 0 ∀��I , (11)

governing the quasi-static two-body-interaction. We note that
the derivation above can be extended to dynamic, impact-type
problems by including the kinetic energy of the two bodies. For
this we refer to our earlier work[16].

3. Efficient finite element implementation

The weak form (11) is implemented within the finite element
method using an updated Lagrangian formulation, e.g. see[24].
For this, the displacementu = x − X and its variation�� are
approximated by the nodal sums

u(x) ≈
nno∑
I

NI (x)uI ,

��(x) ≈
nno∑
I

NI (x)vI . (12)

Herenno denotes the total number of finite element nodes of the
two-body system,uI andvI denote the nodal values of fieldsu
and��, andNI (x) denotes the finite element shape functions.
In its discretized form, Eq. (11) is then written as

vT[f int + fC − fext] = 0 ∀v, (13)

whereu andv are the stacked vectors of all nodal valuesuI
andvI , and wheref int, fC and fext are force vectors acting at
the finite element nodes. Eq. (13) holds for all variationsv so
that equilibrium is given by the nonlinear equation

f = f int + fC − fext = 0, (14)

which we assemble from the element level and solve using the
Newton–Raphson method. We emphasize that the internal and
external contributionsf int andfext are in the same form as they
are usually treated in continuummechanics. For instance, in the
updated Lagrangian formulation, the elemental contribution to
the internal forces is given as

f eint =
∫
�e

BTUL�dv, (15)

whereBUL is the strain–displacement matrix, e.g. see[25].
For the rest of this section, our attention is devoted to the
novel contributionfC arising from the interaction potential
�C (6). On the element level, the two-body interaction leads
to the interaction of individual finite elements. Based on
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expression (9) the interaction of an element�e
i ∈ �1 and an

element�e
j ∈ �2 expresses itself by the two contributions (no

sum on indices!)

fC,i =
∫
�e
i

∫
�e
j

NT
i �i�j

��

�xi
dvj dvi ,

fC,j =
∫
�e
i

∫
�e
j

NT
j �i�j

��

�xj
dvj dvi , (16)

whereNi andNj are matrices containing the shape functions
of the nodes of element�e

i and�e
j , and where�i , �j are the

current densities atxi ∈ �e
i andxj ∈ �e

j . In Eq. (16)fC,i is
the force acting on element�e

i while fC,j is the force acting on
element�e

j . We note that, due to a cutoff radiusrc of potential
�, beyond which the interaction becomes negligible, not all el-
ements of the two bodies interact: Only elements pairs whose
distance is belowrc interact. The formulation above has been
implemented and studied in our previous work[16]. It is the
most direct formulation following from Eq. (9) without intro-
ducing any further approximation apart from (12), which be-
comes arbitrarily accurate by refining the finite element mesh.
In [16] we have illustrated that this formulation can become
computationally costly. The reason for this is that, even when
considering a cutoff radiusrc, any pointx of one body is influ-
enced by avolumeof the neighboring body, also termed the ‘in-
fluencing region’. We showed, that by introducing reasonable
approximations on the evaluation of integral (9), the influencing
region can be reduced to a surface area, which leads to a sur-
face interaction method. Depending on the FE discretization,
such a method becomes much more efficient while still giv-
ing excellent accuracy. At most, the region of influence can be
reduced down to a point, which introduces further approxima-
tions but gives a highly efficient method. This strategy, denoted
by Method 3 in[16], is outlined below. The idea of Method
3, the ‘point formulation’, is simple: instead of obtaining the
body forcesb1 andb2, given in Eq. (10), by numerical integra-
tion over the deformed configurations�1 and�2, we approx-
imate these domains by simpler shapes, over which� can be
integrated analytically. In the following we will consider ap-
proximating each domain in Eq. (10) by a flat half-space with
constant density� and consider� to be given by the Lennard-
Jones potential (4). This case is illustrated inFig. 2. The body
force acting at the generic pointxk (k = 1 or 2) is given by

Fig. 2. Method 3: Closest point projection and approximation of�� by a flat
half-space.

bk = −���/�xk (�= 2 or 1) where the field�� follows by
analytical integration as

�� :=
∫
��

���dv� = 	���r
3
0


 1

45

(
r0

rPk

)9
− 1

3

(
r0

rPk

)3 .

(17)

HererPk denotes the distance betweenxk and the surface���.
To evaluate (17) we need to determine the closest projection
point xPk , of pointxk onto���, as is shown in the figure. Here
we have defined

rPk := xPk − xk, rPk := |rPk |, r̄Pk := rPk
rPk

. (18)

It is noted that this approximation becomes very accurate if
the surface curvature and the density� of �� do not vary
strongly within the cutoff radiusrc. Compared to the original
formulation of Eq. (16), we can thus reduce the double volume
integration to a single volume integration. As a further approxi-
mation we reduce the remaining volume integration over�k to
a surface integration over��k by writing dvk = r̄Pk · nk dr dak,
according toFig. 2, and integrate analytically alonḡrPk , the di-
rection of dr. This corresponds to projecting all body forces
bk inside�k and acting on the line along the directionr̄Pk , i.e.
which have the same projection pointxPk , onto the surface��k.
For this the body forcebk is written as

bk(xk) = −���(r
P
k )

�xk
= −���

�rPk

�rPk
�xk

= −F�(r
P
k )r̄

P
k , (19)

where we have�rPk /�xk = −r̄Pk and where the forceF� :=
−���/�rPk follows readily from Eq. (17). The projection of all
these forces acting alonḡrPk onto ��k is then obtained by the
integration

FS(rS) :=
∫ ∞

rS

F�(r)dr = ��(rS), (20)

so that the nodal force vector acting on a surface element�e
k

discretizing��k is given by the surface integral

fC,k =
∫
�e
k

NT
k �kFS(rS)r̄

P
k cos
k dak. (21)

HereNk is the matrix containing the shape functions of element
�e
k and we have defined cos
k := r̄Pk · nk. We note that above

the density�k is assumed constant along dr, as it otherwise
appears inside the integration of Eq. (20). It can be seen, that
from the numerical point of view, Method 3 (21) is much more
efficient to evaluate as the original formulation (16), since the
double volume integration is replaced by a single surface inte-
gration. For this, we have approximated�� in the vicinity of
xPk by a flat half-space with constant density�� and assumed
the density�k of �k to be constant alonḡrPk . We further note
that numerically, the projection pointxPk depends on the cho-
sen surface discretization. The case of linear surface elements
in described in further detail in[16].
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In closing this section, we discuss how the approach pre-
sented above relates to some of the computational methods tra-
ditionally employed for contact mechanics problems, e.g. see
[13,14]. Method 3 can be seen as a ‘Barrier Method’, where
the barrier function is modelled upon an interatomic potential
� and thus captures some of the physical aspects of atomic
interaction. Compared to common contact approaches like the
Penalty, Lagrange Multiplier or Augmented Lagrangian meth-
ods, the proposed method presents some real advantages. First,
the surface integral (21) can be evaluated for all surface ele-
ments regardless of their distance to the neighboring body, thus
avoiding the distinction between active and inactive constraints
needed for the traditional approachesmentioned above. Second,
since the presented formulation is purely displacement based,
one does not need to consider the LBB or inf-sup condition,
characterizing numerical stability of mixed method approaches,
e.g. see[26] and references therein. An important test to as-
sess the accuracy of a given contact formulation is the contact
patch test proposed by Taylor et al.[27] and later modified by
Crisfield[28]. It can be verified that Method 3, proposed above,
passes the patch test[29]. In summary, Method 3 avoids the
LBB condition and passes the contact patch test. In[30] the
authors argue that some of the existing contact algorithms, do
not satisfy the LBB condition or the contact patch test.

4. General behavior of the CGC model

In this section we consider a simple axi-symmetric bench-
mark problem and study the general behavior of the contact
model derived in Section 2. The study here confirms and ex-
tends our initial study of the plane strain example reported in
[16]. The foremost attention here is placed on the scaling of
the CGCM.

4.1. Benchmark problem

To illustrate the physical and numerical behavior we investi-
gate the following model problem. Consider the axi-symmetric
contact between a sphere with radiusR1 and a half-space
(R2 = ∞) as shown inFig. 3. Both bodies are modelled by a
nonlinear, hyperelastic (e.g. Neo-Hookean) constitutive model
with constantsY := E1 = E2 and � := �1 = �2. The latter,
which corresponds to Poisson’s ratio in the linear case, is fixed
at � = 0.2. The parameterY, which corresponds to Young’s

Fig. 3. Axi-symmetric contact between a sphere and half-space.

Fig. 4. Finite element discretization of the model problem: (a) Entire mesh;
b. Zoom of the contact region.

modulus in the linear case, will be varied. The two bodies
are pushed together by the relative approachu, which causes
the resultant forceP. We further suppose that�0 := �10 =
�20. A finite element mesh used to compute the results of the
CGC model is depicted inFig. 4. It contains 1515 nodes and
1408 elements. It can be seen that the half-space is modelled
by a block of size 8R1 × 8R1, which is sufficiently large to
eliminate spurious boundary effects. The enlargement (b) shows
the initial gapgbetween the tip of the sphere and the half-space
beneath.

4.2. Normalization and scaling of the model problem

The quasi-static formulation of the CGC model can be fully
normalized by selecting a reference lengthR0 and a reference
energyE0. We choose the radius of the sphere as our reference
length, i.e.R0 =R1. It is an overall, macroscopic length scale.
On the other hand, the interatomic equilibrium spacingr0 of
potential� (4) represents an intrinsic, microscopic length scale.
The ratio between these two length scales is defined by

�L := R0

r0
. (22)

It is a non-dimensional parameter describing the size of the
considered problem. If�L =O(1) the geometry is of nanoscale
proportions (∼ 10−9m and below) and contains only few inter-
acting atoms; as�L increases the geometry becomes larger and
larger, containing more and more atoms. (Values for�L <O(1)
are not considered here, as the continuum modelling breaks
down at some point.)
The reference energyE0 is chosen based on the internal

energy�int (1). As an example we consider a Neo-Hookean
constitutive model with

W = U(J ) + 


2
(I1 − 3) − 
 ln J , (23)

whereU(J )=� ln(J ) is the chosen volumetric response, where
J = detF andI1 = tr (FTF) characterize the deformation and
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where� and
 are material constants, which are proportional
toY. In view of this proportionality we define

Wint,0 := Y , (24)

as areference value of the internal energy density W, and fur-
ther, in view of Eq. (1) we define areference quantity of the
internal energy�int as

�int,0 := YR3
0. (25)

For a given deformation, i.e. constantW, the internal energy
�int scales with the volume. This is reflected by�int,0, which
is also constant for progressing deformation. We chooseE0 =
�int,0 as the normalization parameter of the CGC model.
Similar to the internal energy densityW, discussed above,

we define the ‘interaction energy density’

WC := c0�0�, (26)

which is based on the interatomic interaction potential� and
the atomic density�0. Herec0 is an arbitrary constant factor,
which is introduced to adjust the formulation. In order to nor-
malize the FE nodal force vectorfC,k (21) the choicec0=�0r

3
0,

which is a material constant, is particularly convenient. The
equilibrium energy of the potential� is characterized by the
material constant�. With this in mind we further definethe
reference quantity

WC,0 := c0�0�, (27)

which is a material constant likeWint,0. Associated with the
densityWC is the interaction energy�C of the two solids�1
and�2 given by Eq. (5). Due to the rapid decay of�, the energy
�C only penetrates a distance proportional tor0 into the solids
and it therefore scales byR2

0r0, i.e. from the macroscopic point
of view (for large�L) it scales with the surface areaR2

0 of the
bodies, whereas from the microscopic point of view (�L=O(1))
it scales with the volumer30. Depending on the scale,�C is
thus perceived as a surface energy or a bulk energy. In view
of this scaling we define thereference value of the interaction
energy�C as

�C,0 := WC,0R
2
0r0 = �20�R

2
0r

4
0. (28)

Next, we define the ratio between the energy densitiesWint,0
andWC,0 as

�W := Wint,0

WC,0
= Y

c0�0�
, (29)

which is a problem specific constant sinceY, c0, �0 and� are
treated as material constants. With�L (22) and�W we have de-
fined two parameters which control the behavior of the consid-
ered model problem. The scaling of this problem, with respect
to �L and �W is discussed in the following two sections. Be-
fore proceeding, let us comment on some consequences of the
definitions above.
First, let us define the continuum energy ratio

�� := �int,0

�C,0
= �L�W , (30)

which increases linearly with the length scale�L, due to the
fact that, from the macroscopic viewpoint,�int increases by the
volume whereas�C increases with the surface area. Secondly,
to assess stability one has to look at the stiffness. The deforma-
tion of the solids is of the order ofR0, whereas the size of the
gap changes by the order ofr0. It thus follows that the stiffness
associated with�int is characterized by thereference quantity

Kint,0 := �int,0

R2
0

= YR0, (31)

which is proportional to the derivative�2�int,0/�R2
0, while the

stiffness associated with�C is characterized by thereference
quantity

KC,0 := �C,0

r20
= WC,0R

2
0/r0, (32)

which is proportional to the derivative�2�C,0/�r20. Therefore
the stiffness ratio betweenKint,0 andKC,0 follows as

�K := Kint,0

KC,0
= �W

�L
, (33)

which decreases for increasing length scales�L, due to the fact
that, as�L increases, the intersolid, contact stiffnessKC,0 in-
creases with respect to the internal, bulk stiffnessKint,0. Sev-
eral aspects of the behavior of the interacting two-body system
can be explained by looking at eitherKint,0, KC,0 or �K , as is
discussed in later sections.
We summarize that we have defined two parameters,R0 and

E0, to normalize the CGC model, and two parameters,�L and
�W to investigate the scaling of the model. The scaling, which
is examined in the following two sections, is determined by
relative changes in�L and�W , their magnitudes are arbitrary
values, which follow from the previous definitions. In the re-
mainder of this paper we use the equivalent parameters�̄L =
6
√
3/4�L and �̄W = √

3�W .

4.3. Scaling of the geometry

This section illustrates how the CGC model behaves for var-
ious length scales�L. For this we consider the energy density
ratio fixed at�̄W =200 and compare the behavior for the seven
cases̄�L = 2,5,10,20,50,100,200.Fig. 5 shows the depen-
dence of the loadP(u) and gapg(u) on the approachu as the
two bodies come into contact. The seven curves displayed in
both frames (a) and (b) correspond to the list of parameters�̄L.
The curves are computed withMethod 3 using sufficiently small
displacement increments�u for the shown curves to appear
smooth. The overall behavior of the load–displacement curve
P(u), shown in frame (a), and the gap–displacement curve
g(u), shown in frame (b) is characterized by three phases. We
term the first phase therigid phase, where the two bodies ap-
proach each other rigidly, without yet interacting. During this
phase the force between the bodies and thus their deformation
is zero; the gap decreases linearly. The second phase, termed
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Fig. 5. (a) LoadP(u) and (b) Gapg(u) in dependance of�L, for �̄W =200.

theadhesion phase, is characterized by an attractive (here neg-
ative) forceP. During this phase the slope ofg(u) becomes
steeper, i.e. the rate of change of the gap increases. The third
phase is characterized by a large repulsive forceP and only
slight changes of the gapg. This last phase is termed thecon-
tact phase.
Fig. 5 shows the self-similarity ofP(u) and g(u) across

the geometrical scaling. In particular, as the length scale�L
decreases, it can be observed that the gap and the minimum
Pmin of P(u) (i.e. where the adhesive attraction between the
two bodies is strongest) decrease and attain their minima for
larger displacementsu. Further, frame (a) shows that, during
the contact phase, i.e. for large positiveP, the behavior ofP(u)

is essentially unchanged for various�L: the curves all adopt
the same stiffness as represented by the slopeP ′(u) in Fig. 5.
The reason for this behavior is that during the contact phase the
increasing approach does not result in the decreasing of the gap
but is rather accommodated by the deformation of the solids
�1 and�2, whose stiffness is characterized byKint,0 which is
independent of�L. During the adhesion phase on the other hand
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Fig. 6. (a) LoadP(u) and (b) Gapg(u) in dependance of�W , for �̄L = 50.

changes in the displacement are accommodated by changes of
g (which are characterized by the�L dependent stiffnessKC,0),
rather than by the deformation of the bodies.
In summary it is seen that�L determines the beginning of

the adhesion phase, the magnitude of its extremumPmin and
the size of the contact gap. On the other hand, the slopeP ′(u)
during the contact phase is hardly affected by�L.

4.4. Scaling of the energy

In this section we assess the influence of the energy density
ratio �W on the behavior of the load, stiffness and gap. For this
we fix the length scale at�̄L = 50 and consider the seven cases
�̄W =20, 50, 100, 200, 500, 1000, 2000.Fig. 6shows the behav-
ior of P(u) andg(u) for the considered̄�W . It can be observed
that the maximum adhesionPmin decreases as�W increases,
whereas the contact stiffness and contact gap only depend
slightly of �W . Furthermore, it can be observed, that below a
threshold value of�W the adhesive approach turns unstable, as
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occurs for the cases̄�W =50 and 20. For these cases the bodies
are very soft compared to their mutual attraction. As the bodies
approach each other the strength of attraction becomes so large
that the stiffness of the two bodies is overwhelmed and they
snap together suddenly. Likewise as one separates the bodies
they will suddenly snap apart. In the literature, this behavior is
often referred to as ‘jump-to-contact’ and ‘jump-off-contact’,
e.g. see[31]. The unstable equilibrium path is marked as a
dashed line inFig. 6. The appearance of this physical instabil-
ity can be explained by the parameter�K : As �K decreases (due
to the decreasing of�W ) the strength of adhesion, character-
ized by the stiffnessKC,0 increases with respect to the internal
stiffnessKint,0.
Note that the load–displacement curve shown for�̄W = 20,

is not smooth but slightly oscillating. This is due to a dis-
cretizational error: for small�W the surface deformation
becomes very large, due to the strong adhesion, such that
further mesh refinement is needed to improve the results.
The case�̄L = 50, �̄ = 200 and the casē�L = 50, �̄ = 20
are further examined in the examples of the following
section.

5. Comparison with analytical contact models

This section aims to validate the proposed CGCM. Therefore,
the CGCM is compared with the prominent analytical theories
developed for the contact of spherical bodies as shown inFig.
3. We start by summarizing these theories in the section below;
their relation and comparison with the CGCM follows in the
preceding two sections.

5.1. The Maugis–Dugdale (M–D) model

The earliest contact model was obtained by Hertz in 1882,
e.g. see[2]. His theory, however, does not account for adhe-
sion between the contacting bodies. In the 1970s the Hertzian
model was extended by the JKR[1] and DMT [3] theories
to include adhesion. The JKR model applies to the limit case
when �W → 0, whereas the DMT model applies to the case
�W → ∞. In the 1990s Maugis[4] proposed a more general
model valid for any�W and which contains the theories men-
tioned above as special cases. Since these models have been
experimentally verified, e.g. see[1,9], they are used to validate
the CGC model. The Hertzian, JKR, DMT and M–D models
can be distinguished according to their predicted contact pres-
sure distribution between the two contacting bodies. This is il-
lustrated inFig. 7. According to the Hertz and the DMT model
the pressure distribution is elliptical and positive (i.e. compres-
sive) throughout the contact zone. In case of the JKR model
the contact pressure turns negative at the fringe of the contact
zone. Atr = a the pressure is singular indicating a drawback
of the JKR model. According to the M–D model the pres-
sure extends beyond the contact zone,a, by taking a constant
value within a�r�ma, wherem>1 is a parameter of this
model.
In the following we outline the Hertz, JKR, DMT and M–D

theories, e.g. see[4,32]. We start by defining the combined
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Fig. 7. Pressure Distribution between the contacting bodies.

elastic modulus

E :=
(
1− �21
E1

+ 1− �22
E2

)−1

, (34)

and the reduced radius

R :=
(
1

R1
+ 1

R2

)−1

. (35)

Further we consider the normalization of the forceP, the contact
radiusa, the approach� and the pressurep as

P̄ := P

	wR
, ā3 := a3

4E

3	wR2 ,

�̄3 := �3
16E2

9	2w2R
, p̄3 := p3

9R

2	wE2 , (36)

wherew is thework of adhesionwhich is measured in units
of energy per surface area. It is defined as the work required
to separate two bodies adhering over a unit area from their
equilibrium position to infinity, e.g. see[19]. It is similar to
the surface energy, which is defined as the work necessary to
increase the surface area of a body, and which can be viewed
as the work required to separate two bonded (e.g. cohering)
sections of the body. According to the Hertz theory we have

P̄ (ā) = ā3, �̄(ā) = ā2, (37)

i.e. the force increases cubically, while the approach increases
quadratically with increasing contact radiusa. Combining these
two expressions one arrives at the load displacement curveP̄ =
P̄ (�̄). By substituting (36) into (37) it can be confirmed that
the work of adhesionw has no influence on the model. For the
Hertz model the pressure distribution within the contact area is
given by

p̄(r) = 3ā

	

√
1−

( r
a

)2
for r�a. (38)
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Outside the contact area, i.e. forr > a, the pressure is zero. For
the JKR theory we have the two relations

P̄ (ā) = ā3 −
√
6ā3, �̄(ā) = ā2 − 2

3

√
6ā, (39)

which depend on the work of adhesion sincew does not cancel
as it does for the Hertz formula. For the DMT model the cor-
responding relations between forceP, approach� and contact
radiusa are

P̄ (ā) = ā3 − 2, �̄(ā) = ā2, (40)

which also depends onw. To present theM–Dmodel we require
the transition parameter

� := �0
3

√
9R

2	wE2 . (41)

It is dimensionless and corresponds to the normalization of
�0, which is the assumed constant value of the adhesive stress
within a�r�ma. Letting� → ∞ yields the JKRmodel, while
� → 0 gives the DMT model. Given� and the contact radius
ā one can solve the transcendental equation

�ā2

2

(√
m2 − 1+ (m2 − 2)arctan(

√
m2 − 1)

)
+ 4�2ā

3

(√
m2 − 1arctan(

√
m2 − 1) − m + 1

)
= 1, (42)

for the parameterm. This parameter corresponds to the ratio
of the Hertzian contact radiusa and the contact radiusma of
the M–D model, as is illustrated inFig. 7. The JKR model
is obtained fromm → 1 while m → ∞ corresponds to the
DMT model. For the M–D model the relation between force,
approach and contact radius are, for a given�,

P̄ (ā) = ā3 − �ā2
(√

m2 − 1+ m2 arctan
(√

m2 − 1
))

,

�̄(ā) = ā2 − 4
3 ā�

√
m2 − 1. (43)

Further, for a given� and ā the radial pressure distribution
follows as

p̄(r) = 3ā

	

√
1−

( r
a

)2

− 2�

	
arctan

√√√√ m2 − 1

1− (
r
a

)2 for r < a, (44)

p̄(r) = −� for a�r�ma.

The load-displacement curves̄P = P̄ (�̄), given implicitly by
Eqs. (37), (39), (40) and (43) for the four models, are displayed
in Fig. 8. It can be observed that for the Hertz modelP̄ �0,
since no adhesion occurs. It can further be seen that the M–D
model, depending on�, poses a transition between the JKR
and DMT model. The pressure distribution̄p(r) according to
Eqs. (38) and (44) is displayed inFig. 7.
We are further interested in the stress field inside the half-

space due to the surface pressurep(r). It can be obtained by
integrating the known solution for a point load acting on a half-
space. As an example, the stress component�z in the vertical
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Fig. 8. Load–displacement curves̄P(�̄) for the Hertzian, JKR, DMT and
M–D models.

z direction, due to a concentrated point loadF at r = 0, z = 0,
is given by

�z(r, z) = −3F

2	

z3

�5
, (45)

where�2 := r2 + z2, e.g. see[2,33]. The stress field has a
singularity beneath the applied point load, which vanishes in
the following integration. Integrating the stress field (45) for all
point loadsF = p(s)dA yields

�z(r, z) = −3

	

∫ c

0
sp(s)

∫ 	

0

z3

�′5 d�ds, (46)

where�′2 = r ′2 + z2 andr ′2 = r2 − 2rs cos� + s2 (see[29]
for details). Due to the complexity of the integrand, Eq. (46)
is evaluated numerically. It may be noted that at the surface
(z = 0) we must have�z(r,0) = −p(r), so that we can avoid
evaluating the integrand at the surface, where it turns singular.

5.2. Formal relation between the M–D and CGC models

In order to relate the twomodels we have to identify the work
of adhesionw in the CGC model. Recall thatw is defined as
the work per unit surface area required to separate two adhering
bodies from their equilibrium position to infinity. In Section 2
we derived the forceFS (20). It corresponds to the force exerted
upon the surface element dak of body�k due to the presence
of the neighboring body��. The work of adhesion can thus be
defined as

w := −�k

∫ ∞

rS,0

FS(r)dr, (47)

whererS,0 is the equilibrium distance of the two neighboring
bodies which follows from the conditionFS = 0 as rS,0 =
r0/

6
√
15. It is sensible to consider the reference configuration



Aut
ho

r's
   

pe
rs

on
al

   
co

py

R.A. Sauer, S. Li / Finite Elements in Analysis and Design 43 (2007) 384–396 393

in Eq. (47) so that we use�10 and�20 instead of�1 and�2
in the definition above. Without this approximation the work
of adhesion becomes dependent on the local deformation and
we cannot associatew with a material constant anymore, as
is usually considered. For the case�10 = �20 = �0 Eq. (47) is
evaluated as

w = fw�20�r
4
0, (48)

where we have introduced the abbreviationfw := (	/8) 3
√
15.

In view of definition (28) we have the identity

wR2
0 = fw�C,0, (49)

i.e. the interaction energy�C is proportional to the work of
adhesionw multiplied by the areaR2

0.
Further, we need to establish a link between the normaliza-

tion of the CGC model, as discussed in Section 4.2, and the
normalization of the M–D model defined by Eq. (36). For this
we consider the specific problem displayed inFig. 3 and par-
ticularized byY = E1 = E2, � = �1 = �2, R1 = R0, R2 = ∞
and�0 = �10 = �20. According to Eqs. (34) and (35) we thus
haveE=fEE1, fE := 1/2(1− �21) andR=R0. As mentioned
in Section 4.2 the CGCM is normalized by the parametersR0
andE0 := �int,0 so that the normalization of a forceF be-
comesF̄C = R0/E0F , where the bar and subscript C are used
to indicated the normalization scheme of the CGCM. The nor-
malized forceF̄MD, as used by the M–D and related models,
is given by Eq. (36)1. From Eqs. (49) and (30) it thus follows
that

F̄C = fF F̄MD, fF := 	fw
�W �L

, (50)

i.e. we have established the factorfF relating the two nor-
malization schemes. Likewise we treat the normalization of
a length, given byL̄C = L/R0 for the CGCM and given by
Eqs. (36)2 and (36)3 for the contact radiusa and approach�
within the M–D model. Now by using Eqs. (49), (30) and the
definition offF we establish the relation between the normal-
ization of the contact width

āC = faāMD, fa := 3
√

3
4fF /fE , (51)

and the relation between the normalization of the approach

�̄C = f��̄MD, f� := f 2
a . (52)

Finally, the relation between the stress normalization is obtained
as

�̄C = f��̄MD, f� := 3

√
2

9
fFf

2
E , (53)

where �̄C = �R3
0/E0 is the stress normalization within the

CGCM and wherē�MD is the stress normalization of the M–D
model, given by Eq. (36)4.
With Eqs. (50)–(53) we have established the formal relation

between the two models, the analytical M–D model and the
computational CGCM. It is noted that the M–D model only
contains one free parameter, namely the transition parameter�.
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Fig. 9. Comparison for̄�L =50, �̄W =200: (a) Load-displacement curve; (b)
Pressure distribution between sphere and half-space.

Physically it corresponds to a normalization of the peak attrac-
tive surface stress�0, a quantity that may be difficult to assess
experimentally. Further, the parameter� is assumed fixed for
a given material, a restriction which breaks down during the
adhesion phase when the peak adhesion has not yet been at-
tained. It can therefore not be expected that the M–D model
is very accurate during this phase. The model is further re-
stricted to infinitesimal deformations, so that we cannot expect
the M–D model to perform well as the deformation becomes
large.
The CGCM, on the other hand, is a large deformation model

which accurately captures the long-range interaction during the
adhesion phase. Fully normalized, it depends on two parame-
ters, the length scale�L and the energy density ratio�W , which
give the model greater flexibility in modelling adhesive con-
tact. It is further emphasized that the CGCM is a model formu-
lated for arbitrary geometry, whereas the M–D model applies
only to particular cases like the spherical contact considered
above.
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Fig. 10. Stress field�z for (a) the CGCM and (b) the M–D model, both for
�̄L = 50, �̄W = 200.

5.3. Comparison between the M–D and CGC models

Let us now compare the behavior of the analytical M–D
model, discussed above, and the CGCM. As a first example
we pick the parameters̄�L = 50 and�̄W = 200. The results for
this case are displayed inFigs. 9and10. Fig. 9(a) shows the
load–displacement curveP(u) of the computational and ana-
lytical models. The agreement is excellent over a wide range of
displacements. As the approach grows large (u?0) the M–D
model loses its accuracy since the small deformation assump-
tion is violated. As has been mentioned earlier the M–D model
is not defined for large separations, so that for this situation
(u>0) only the computational CGCM result exists. As the bod-
ies are pulled apart their interaction decays smoothly but, in
principle, remains non-zero for arbitrary large distances, an ef-
fect which is failed to be captured by the M–D model.
Fig. 9(b) shows the normal pressure distributionp(r) acting

on the surface of the two opposing bodies. It is taken from
the stateu ≈ 0.043R0 and P ≈ 5.8 × 10−3E0/R0, shown
as an open circle on theP(u) curve. This state corresponds
to a contact radius ofa ≈ 0.23R0 in the M–D model. In the

Fig. 11. Comparison for̄�L = 50, �̄W = 20: (a) Load–displacement curve;
(b) Pressure distribution between sphere and half-space.

compressive(p >0) regime we observe excellent agreement
between the two models. In the tensile regime(p <0), it is
seen that the pressure distribution of the CGCM is continuous
and decays smoothly to zero, whereas the pressure distribution
of the M–D model is discontinuous and drops to zero abruptly.
In all results presented on the first example, the parameter� of
the M–D model, which corresponds to the tensile stress level,
is chosen on a best fit basis as� = 0.25.
Fig. 10 shows the vertical stress component�z of the two

models, which are in excellent agreement, even quantitatively.
The same state{P, u} as above is chosen. For the chosen pa-
rameters̄�L, �̄W the tensile, adhesive stresses, which are present
at the fringe of the contact zone, are small compared to the
compressive stresses. The CGCM result is obtained from a fi-
nite element solution with the shown mesh, the M–D result is
obtained from the numerical evaluation of Eq. (46).
As a second example we pick̄�L = 50 and �̄W = 20, a

case where a physical instability exhibits itself during contact
as has been discussed before in Section 4.4. The results for
this case are displayed inFigs. 11and 12. In Fig. 11(a) the
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Fig. 12. Stress field�z for (a) the CGCM and (b) the M–D model, both for
�̄L = 50, �̄W = 20.

load–displacement curvesP(u), as obtained by the two mod-
els, are compared. Their overall agreement is very good. The
physical instability displays the characteristic looping behav-
ior, where for a given displacementu we have three possible
loadsP. As has been remarked earlier the analytical contact
theory cannot capture the adhesion phase accurately. Therefore
differences between the analytical and computational results
are inevitable. The path ofP(u), as obtained by the CGCM, is
also supported by the numerical results reported in[34], which
are based on infinitesimal theory.Fig. 11(b) shows the normal
pressure distributionp(r) acting on the surface of the two op-
posing bodies. Again we observe excellent agreement. Now,
the adhesive pressure is much larger than for the first exam-
ple. Its magnitude dominates over the compressive pressure.
The pressure is taken at the stateu ≈ 0.042R0 andP ≈ 0,
as corresponds to one of the states indicated by an open cir-
cle on theP(u) curve. The M–D results are obtained for the
choicea ≈ 0.33R0. SinceP = 0 the vertical component of the
shown pressure distribution integrates to zero. In all the results
presented on the second example, the parameter� of the M–D
model is chosen on a best fit basis as� = 1.3.
Fig. 12shows the excellent agreement of the vertical stress

component�z of the two models. Note the large local, adhe-

Fig. 13. Deformation and stress field�z during adhesive contact at the states
shown as open circles inFig. 11(a).

sive stress peak developing between the two contacting bodies.
To capture this stress peak and the associated strong deforma-
tion a highly resolved FE mesh is needed, as is shown in frame
(a). The stress distribution�z is computed at the same state
{P, u} considered for the pressure distribution above. It is noted
that for �̄W =20 the bodies are so soft that their adhesion leads
to a strong bulging deformation of the two opposing surfaces,
as can be seen in frame (a). This follows from the fact that
the stiffness ratio�K decreases along with�W . For low �W the
behavior of the M–D comes very close to the behavior of the
JKR model.
The evolution of the deformation and stress distribution�z

of the two contacting bodies, as we trace the load-deformation
curve, is shown inFig. 13. The five displayed states correspond
to the open circles shown on the load–displacement curve in
Fig. 11(a). In particular, note that for the state in frame (d), the
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net force acting between the two bodies is zero. For state (e)
the net force is compressive, whereas for states (a), (b)–(c) the
net force is tensile. The largest tension occurs at state (c).

6. Conclusions

In this work we have derived and studied a large-deformation,
computational contact model which is based on interatomic in-
teractions. These are homogenized, or coarse-grained by the
integration approach of Eq. (5). The model is thus termed the
coarse-grained contact model. The basic behavior of the inter-
atomic interaction potential�, i.e the long range attraction and
short range repulsion, carries over to the continuum model. In
Section 3 we have presented an efficient finite element imple-
mentation of the model. Based on a simple benchmark problem,
we have shown that the model only depends on two parameters,
a length scale�L and a material constant�W . Their influence
has been investigated and discussed. Finally, in the preceding
section we have compared the CGC model with a widely used,
analytical adhesive contact model, the Maugis–Dugdale model
and its special case, the JKR model. The agreement is excel-
lent, thus validating the proposed computational approach. In
contrast to the mentioned analytical models, the CGCM is not
restricted to spherical geometry and infinitesimal deformations:
it is formulated for large deformation and general geometry.
Further, the CGCM admits many possible extensions. Other
potentials than the Lennard-Jones potential can be used, like
for example electrostatic interaction. Secondly, the interaction
can be restricted to the surface, e.g. modelling charged coated
bodies, or it can be extended to multibody interaction; see[16].
Thirdly, the present FE implementation of Method 3 can be
refined, e.g. by considering smoother surface discretizations.
Fourthly, one can extend the model to the contact of plastic, vis-
cous or frictional material behavior. An extension to dynamic,
impact type problems will also be important. Finally, as�L
becomes very large the present formulation tends to becomes
ill-conditioned and should therefore be modified. A proposed
modification is discussed in[29].
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