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In this work, we present the theoretical and computational formulations of a multiscale crystal defect dynamics (MCDD) for the simulation of crystal defects at small scales. The main novelties of the proposed MCDD are: (1) We use the dual-lattice tessellation to construct a dual-lattice process zone model that can represent different types of crystal defects in a single crystal; (2) We adopt a fourth-order (four scales) hierarchical strain gradient theory to model constitutive behaviours of various defect process zones, in which the atomistic-informed higher order Cauchy–Born rule is employed, and (3) We employ the Barycentric finite element technique to construct finite element shape functions for polygonal and polyhedral process zone elements. The proposed MCDD method provides an efficient and viable alternative for both molecular dynamics and dislocation dynamics in simulations of defect evolutions such as void growth, dislocation nucleation, and fracture. In particular, MCDD offers a mesoscale description for dynamic lattice microstructure, defect microstructure, and their interactions. The method offers a possible solution for studying nanoscale and mesoscale crystalline plasticity.
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1. Introduction

Crystal defects such as voids, dislocations and cracks are intrinsically multiscale objects, and they are present in massive quantities in engineering crystalline materials. The statistical behaviours of aggregated defects determine macroscale material behaviours, which are strongly influenced by interactions between crystal microstructure and defects. This makes the prediction on material failure as one of the most difficult and elusive problems in materials science as well as in condensed matter physics. For example, even though crystal lattice dislocation was identified as the basic mechanism of metal plasticity as early as 1930s, our understanding of metal plasticity initiation and subsequent plastic deformation are still limited and incomplete. Today, nanoscale plasticity has become a focal point for nanoscale material design and manufacture. A critical issue in nanoscale plasticity is to find the precise atomistic origin of crystalline plasticity, and a significant amount of research works have been focusing on using first principle-based approach (e.g. [52]) to
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link the structure and motion of dislocation loops with material properties. However, even with the state-of-the-art computing technology, the first principle-based approach is still hinged by limited computing resource. This difficulty may persist even if we had unlimited computational power, because without an adequate multiscale analysis tool we may not be able to extrapolate useful statistical information from massive data at microscale to gain insights on the complex multiscale physical phenomenon. Alternatively, dislocation dynamics (DD), e.g. [2,8,17,23,34], is another popular approach that attempts to characterize behaviours of aggregated dislocation ensembles at mesoscale. However, DD also suffers a number of shortcomings. For example, the theoretical framework of DD is based on isotropic linear elasticity theory, which ignores the non-linear and anisotropic nature of crystal lattice deformation; and moreover, the dislocation core cut-off radius $r_0$ used in DD is a user-chosen constant, and thus it may lead to inconsistency in dislocation energy calculations. In fact, in DD, the ratio of dislocation energy vs. dislocation core size is of the order of $\sim \log(R/r_0)$, which diverges when the length scale approaches the core size.

Towards a multiscale material modelling paradigm, many multiscale computational models have been proposed in the literature in the past two decades, and the most notable examples of active multiscale methods include: coupling length scale method e.g. [1]; quasi-continuum method e.g. [40,56]; virtual internal bond model e.g. [22]; bridging scale method e.g. [47,60]; concurrent atomistic-continuum method e.g. [10,11,62,63]; and several molecular dynamics to continuum methods, e.g. [12–14,28,33]. In particular, some of these methods and others have been used in multiscale material modelling and design, e.g. [41–43].

To further advance multiscale material modelling, the present authors have developed an atomistic-informed multiscale process zone model in a series of publications e.g. [35, 36,38,46,49,66], which adopts the philosophy of fracture process zone (FPZ) approach in non-linear fracture theory. Here, we want to stress the distinction between the process zone model and the cohesive zone model: We refer the process zone as a finite size bulk volume interphase zone that is a defect embedded space, or simply the volumetric presence of the defect, whereas the cohesive zone is traditionally referred to as a zero volume interface zone with prescribed surface cohesive law. Moreover, we note that there are also major differences between the concept of FPZ and the dual-lattice process zone (DLPZ) proposed in this work. In fracture mechanics, ductile materials FPZ is a small, changing, but finite size yielding zone where strain hardening dominates over strain softening. Because of the existence of FPZ, crack tip can be easily distinguished from undamaged material, and inside the FPZ there are abundant dislocations and other microscale defects. In the proposed dual-lattice process zone model, the process zone is a finite volume region that can host defect aggregates or it may be simply regarded as a fine scale representation of potential defect zone in contrast to macroscopic FPZ that has changing morphology due the magnitude and history of the external loadings. In this work, we apply the DLPZ approach to systematically study defect dynamics in crystalline materials. Here the term defect is referred to the disorder or damage state of lattice structure, which includes voids and vacancies, dislocations and disclinations, lattice slip, grain boundaries and twin boundaries, and cracks. In passing, we note that a similar idea of atomistic-informed lattice dynamic finite element analysis (FEA) has been pursued by [37], except that the main technical gradient of that work is the application of a modified Cauchy–Born rule in conventional FEA.

This paper is organized into seven sections: in Section 2 we shall first discuss the concept of DLPZ model. In Section 3, we discuss how to construct the DLPZ tessellation
for both BCC and FCC lattices, and how to model the various defects by using different order process zones; in Section 4, we shall discuss an atomistic-informed strain gradient constitutive theory for different order process zones; in Section 5, we discuss the finite element formulation of multiscale crystal defect dynamics (MCDD), and the computer implementation of MCDD finite element formulation. To demonstrate its feasibility and validity, we present two numerical examples in Section 6. Finally, in Section 7, we summarize the present work, and comment on the various perspectives of MCDD.

2. DLPZ model

To study the overall material behaviours dictated by the aggregated defect motions has been a longstanding challenge of condensed matter physics and materials science. The first-principle approach is to examine the deformed configuration of spatial atom arrangement by using molecular dynamics simulations as mentioned in Section 1. Realizing that there are only a few types of lattice defects in crystalline solids, mainly dislocations, voids, disclinations, lattice slip and cracks, a conventional approach is to use lower dimension geometric models, such as surfaces (2D), line segments (1D) and vertex or point (0D) to present the defects in crystalline solids, and study their evolutions. A very popular example of such approach is the discrete DD e.g. [17,23]. A recent example is the discrete mechanics of crystal lattice developed by [3], in which the defects are again treated as lower dimensional objects of lattice complex; for example, the void is idealized as the point defect (0-cell), dislocation is idealized as the line defect (1-cell) and crystal slip is idealized as surface defect (2-cell), which are the prototype defect models that are commonly adopted in standard dislocation mechanics, e.g. [26]. On the other hand, the lower dimensional idealization or modelling of defects has some inherent shortcomings, because it is hardly the physical reality of defect mechanics. As it is well known that all physical defects occupy three-dimensional space, dislocations have complex three-dimensional core structures, e.g. [9], and most of the point defects are finite volume voids and cavities instead of a single point. Treating defects as lower dimensional objects often results in failure to predict some essential physical features of defect mechanics, because of its dimensionality limitation. Mathematically, the lower dimensional defect model often requires a regularization provision to justify its mathematical existence and physical sensibility; for instance, the well-known Peierls–Nabarro model for dislocations in linear elasticity media. Because of its dimension limitation, the lower dimensional defect model usually does not have scale length, and thus fails to provide statistical insights and relevance to the original physical problems. Instead of using a low-dimensional geometric entity to model the defect, in the present study, we propose to use the extended 3D geometric entity, i.e. dual-lattice tiling, to represent the defect. We refer the extended geometric entity as the dual-lattice process zone in the spirit of the process zone in fracture mechanics. In this section, we first discuss the concept of the dual-lattice process zone tiling, which was evolved from an atomistic-informed interphase zone model developed by the present authors in a series of publications, e.g. [24,35,36,38,49].

2.1. Dual lattice and dual-lattice tessellation

The conventional approach on partition of a lattice space is using atom sites as vertices and connecting them with a topological structure that occupies the whole lattice space. The
most common examples of lattice structures are: the body centre cubic (BCC) lattice, the face-centre cubic (FCC) lattice and the hexagonal close-packed (HCP) lattice, in which each vertex of the crystal lattice complex is an atom site. In crystallography, there is a unique dual lattice for every lattice structure, and the vertex of the dual lattice is not an atom site (see Figure 1). One can see that each atom sits at the centre of the so-called Voronoi cell, and the corresponding dual-lattice partition is also called the Voronoi–Dirichlet tessellation. If the Voronoi cell is convex, it is also called Voronoi–Dirichlet polyhedron (VDP). Each vertex of the dual lattice is a centre of a local VDP. The union of all local VDP will cover the entire lattice space.

To form a DLPZ solid, we first keep all the atom sites (the centre of Voronoi cell) fixed and scale down all local VDP; by doing so the union of all scaled local VDP will not be able to cover the whole lattice space, because the two adjacent VDP will not be in contact. Then, we connect all scaled VDPs with different convex polyhedra to fill the gap among them, and this process is called lattice tessellation, or lattice tiling. Note that in this paper the term “tiling” is used as a synonym of tessellation or mesh in both 2D and 3D.

A regular tiling places a fixed number of one type of regular convex polygon or polyhedron at each vertex of VDP, and in fact the original dual lattice is a regular tiling. However, once the original local VDPs are scaled down, one cannot use the regular tiling to partition the entire lattice. Under this scenario, we have to relax the symmetry requirement to allow two or more convex polyhedra to connect with each vertex but still requiring the same local symmetry pattern for each vertex. This is the so-called semi-regular tiling or the Archimedean tessellation.

To illustrate how to construct the DLPZ tessellation, we first consider an example of two-dimensional (2D) hexagonal lattice as shown in Figure 1. In Figure 1, the red points are atom positions and the solid lines are the representation of pair bonds, which form a 2D triangle lattice. The yellow points, on the other hand, are intersections or vertices of the

Figure 1. (colour online) Concept of lattice and dual lattice.
Figure 2. (colour online) Rhombihexadeltille: A dual-lattice process zone tiling.

dual lattice or reciprocal lattice, and the connecting lines among them forms the reciprocal hexagonal lattice.

In this example, we first scale down the Wigner–Seitz cell – the honeycomb element, and then fill the gap with the triangle elements that are laced together by rectangle elements. This dual-lattice tessellation process is called the rhombitrihexagonal tiling (Figure 2(b)). In geometry, the rhombitrihexagonal tiling (Figure 2(b)) is a semi-regular tiling of the Euclidean plane. There are one triangle, two squares and one hexagon on each vertex. It has the Schläfli symbol of \( rr\{3,6\} \), and it is called as a rhombihexadeltille or expanded hexagonal tiling [16], which is a special case of hexagonal cupola.

Here we refer the triangle tile as the bulk element, which may be labelled as the 0th-order process zone. The six-side honeycomb is the Wigner–Seitz cell of the triangle lattice, which we label as the second-order process zone, and finally we label the rectangle element as the first-order process zone, which serves as the interphase process zone between two triangle bulk crystal elements as shown in Figure 2(b). In Figure 3, we compare the dual-lattice process zone tessellation with the super DLPZ tessellation.

In summary, the key steps in the construction of a dual-lattice process zone tessellation are:

1. Choose the whole set or a subset of the atoms that form a lattice or a supper lattice of the same symmetry and,
2. Shrink the size of the corresponding Wigner–Seitz cell or VDP, and choose it as the highest order process zone element;
3. Connect facets and edges of the resized Wigner–Seitz cells with a set of hierarchical polyhedra (in 3D) or polygons (2D) that are the lower order process zone elements;
4. Use the bulk crystal elements (0th-order process zone) to connect vertices the of the Wigner–Seitz cells or VDPs and fill the empty gap in the entire lattice space.

We note that the study of lattice tessellation has a long history, and it has accumulated a large body of literature, e.g. [7,19,21,25,31,32] just to mention a few. Most of these works use the group theory to study the tessellation or tiling symmetric arrangements of spatially distributed atoms in crystals, and classify the lattice or dual-lattice complexes. Adopting a computational approach rather than mathematical proof, the present authors prefer to use an intuitive engineering approach that relies on pictorial reasoning to reveal the intriguing
geometric topology relation of crystallography tiling, while other researchers may prefer to use algebraic and differential topology concepts and equations such as homology to aid their presentation e.g. [6,20]; and we defer the discussion of mathematical theorems and proofs to a separated exposition.

2.2. Basic assumptions of MCDD

Since our objective is to predict material failure at mesoscale, a central issue is: what is the essential microstructure of defects at mesoscale? For crystalline solids, the defect microstructure is often associated with the geometric configuration of defects, such as voids and cavities, dislocations, persistent slip bands, grain boundaries, twin boundaries, stacking faults and microcracks, etc. Based on experimental observation, we adopt the following kinematic and constitutive assumptions in the MCDD model:

(1) The deformation inside the bulk crystal element is uniform and homogeneous, whereas all the non-linear and non-uniform deformations are confined inside the process elements, and the order of non-linearity increases with the order of the process zone;

(2) Bulk crystal elements are modelled by the first-order Cauchy–Born rule, and the dual-lattice process zone elements are modelled by the higher order Cauchy–Born rules;
(3) Material failure is not defined solely as cleavage surface or interface separation, but it is due to the degradation of general bonding state including debonding and sliding.

It may be noted that traditionally the material strength was considered as the critical thermodynamics state of the bulk material, and the use of surface cohesion as the only measure of material strength became the dominant and popular theory only after 1960s. In fact, the kinematic assumption mentioned above is a reminiscence of the basic assumption of classical crystal plasticity [58], which has been widely accepted and recognized as the foundation of crystal plasticity model for polycrystalline solids. Similar kinematics assumptions have also been adopted in some other approaches, e.g. the Peierls–Nabarro model [34,45,48], in which the stacking fault cohesive zone is a finite width volume that can accommodate the finite size dislocation core, and the material inside the finite width cohesive zone is modelled as a special non-linear elastic medium, whereas outside the finite width cohesive zone, the material is modelled as linear elastic medium. The philosophy of MCDD is fundamentally different from that of conventional lattice dynamics or lattice defect mechanics. Recognizing the existence of various core structures for various types of defects, we model the potential defect zone as a three-dimensional finite size object using the DLPZs: we model the void as a Wigner–Seitz cell-shaped cavity; we model the slip plane as a finite width interphase layer; and we model the dislocation line as a thin prism with finite cross-section. By doing so, we specify geometric microstructures for defects. For example, the junction of dislocation lines automatically become a tiny finite volume polytope.

In order to maximize computational efficiency, MCDD may be implemented in a super dual-lattice process zone tessellation. The super dual-lattice process zone model reduces many degrees of freedom in computations by introducing internal kinematic constraints, and it thus has the advantage of continuum approach. Since we model the process zone as “a defect-prone zone”, the DLPZ at atomistic scale is obviously the most accurate process zone model, because the defect can evolve in any possible atom site along all the possible directions, whereas for the pre-selected super dual-lattice defect process zone, it is only an approximation of the real lattice structure, because of the reduction of degrees of freedom due to the internal kinematics and geometric constraints. However, one can always refine MCDD finite element mesh to achieve atomistic resolution. The meaning of multiscale in the term of MCDD is twofold: the first is that for a give process zone tessellation there are four different scales of process zones, and the second is that MCDD has the scaling or switching ability of transcending from one length scale to another length scale through mesh refinement and adaptivity. For macroscale engineering applications, we may be able to use a coarse finite element mesh to obtain achievable and meaningful results with reasonable computation resource.

3. Dual-lattice tiling for BCC and FCC crystals

In this section, we first illustrate that it is possible and feasible to create a three-dimensional dual-lattice process tessellation for realistic crystalline solids, and that the DLPZ tessellation is a perfect cover of the entire crystal space. In specific, we shall construct the DLPZ tessellation for two most common crystal structures: (a) the body-centred cubic (BCC) crystal, and (b) the face-centred cubic (FCC) crystal.
3.1. BCC dual-lattice process zone tessellation

For a given crystal lattice, the construction of a dual-lattice process zone tessellation that can partition the entire lattice space is not unique, and it is not trivial either. To start, the first thing that we have to do is construct a Voronoi cell for each representative atom by using the so-called Voronoi–Dirichlet Partitioning technique to partition the lattice space around the chosen atom site by placing planes normal to line segment between two neighbouring atoms of the lattice complex at midpoints of the line segment. This will form a convex polyhedron around the central atom site, which we call as a Voronoi–Dirichlet Polyhedron (VDP). The subtle part of the Voronoi–Dirichlet partition is how to select the surrounding atom sites to form VDP. With different choices of surrounding atoms, the shape of the VDP will be different. For the BCC lattice, if we choose the surrounding points by including its all eight nearest neighbour atoms, and additional six second nearest neighbour atoms, the Dirichlet partition should create a truncated octahedron, which is a special VDP that is called the Wigner–Seitz cell of the dual-lattice BCC complex, i.e. the unit cell of the reciprocal space (dual lattice). In passing, we note that the dual of the truncated octahedron is a rhombic dodecahedron, which is a BCC unit cell in the original lattice space (not dual-lattice space) as shown in Figure 4. If we choose more surrounding atoms for a given centre atom, the shape of the dual-lattice VDP will change.

We now illustrate how to construct a 3D BCC dual-lattice process zone tessellation. To begin with, we first construct a special VDP, i.e. the Wigner–Seitz cell, for each selected atom, and their union will form a perfect cover for the entire lattice space. This is true for both the original lattice as well as super lattices if the super Wigner–Seitz cell is used. Note that in the rest of the paper we always label VDP and its scaled derivatives as the highest order of the process zone – the third-order process zone.

Note that the Voronoi–Dirichlet partition is not the dual-lattice process zone tessellation. If we do not scale VDP or the Wigner–Seitz cell after the Voronoi–Dirichlet partition, all other lower order process zones including the bulk crystal elements will be in their degenerate states, and they are not live 3D objects, because the whole lattice space is partitioned by the third-order process zone only. To form a dual-lattice process zone tessellation with non-degenerate process zones, we need to scale down the size of VDP or the Wigner–Seitz

![Figure 4. (colour online) (a) A BCC unit cell, and (b) A BCC Wigner–Seitz cell.](image-url)
cell, so that there will be open space among different Wigner–Seitz cells, or VDPs, which can then be filled by different order process zones. In specific, for BCC dual-lattice tessellation, there will be eight hexagonal prism elements and six square prism elements (Figure 5(a)) connecting to the 14 facets of the truncated octahedron and 36 thin plate elements connecting to the 36 edges of the octahedron (see Figure 6(a)–(f)), and 24 tetrahedron bulk crystal elements connecting to the 24 vertices of the octahedron (see Figure 6(g)–(l)).

Together with bulk crystal elements, the process zone elements can fill the entire lattice space perfectly. In summary, in a the BCC dual-lattice unit, there are: (I) one third-order process zone element that is the scaled Wigner–Seitz cell, or VDP; (II) 14 second-order process zone elements, among them eight are hexagonal prism process zone elements and six are square prism process zone elements; (III) 36 first-order process zone elements, which are planar stacking fault elements that may represent the six distinct slip planes as shown in Figure 6(a)–(f), and (IV) $6 \times 8 \times \frac{1}{2} = 24$ tetrahedral bulk elements (0th-order process zone) as shown in Figure 6(g)–(l). The above counting on the number of bulk crystal element is based on the fact that there are eight nearest neighbours in a BCC super lattice cell, and each nearest neighbour will form six tetrahedral tiles; however, in each of this tetrahedral, one node is from the second neighbour, one node is the centre node and the rest two nodes are from the eight first neighbours; therefore, a factor 1/2 should be taken into account in tetrahedron counting.

Once again we note that to build a super lattice or super dual lattice, we only choose a subset of atoms in BCC lattice as the representative atoms, which retain the symmetry of the original BCC lattice. The term “super-lattice” in this paper is defined as a lattice with the exact same symmetry of the original lattice but having a larger lattice constant ($na, n > 1$). The super lattice VDP will have the same shape as that of the original VDP. The scaled VDP is referred to shrink the size of VDP proportionally for any (super) lattice desired, including the original dual lattice. A scaled super lattice VDP may contain many real atoms but just one representative atom.
Remark 3.1 Even though the MCDD approach is fundamentally different from that of the discrete mechanics of crystal lattice [3], the two can be related by an imaginary geometric scaling, and the original lattice complex is the scaling limit of MCDD dual-lattice process zone tessellation. In specific, after the scaling, the original lattice complex 0-cell “becomes” a finite volume tetradecahedron, or more precisely a truncated octahedron; some of the BCC lattice 1-cells (connecting to the first neighbours) “become” hexagonal prisms, and others (connecting to the second nearest neighbours) will “become” square prisms; the BCC lattice complex 2-cell maps to a finite thickness stacking fault process zone, and finally, the 3-cells will be mapped to the Wigner–Seitz elements, i.e. the truncated octahedron.

As mentioned above, to form a seamless process zone tessellation, each of the 14 prism process zone elements (second order) connect to one surface of 14 facets of the truncated octahedron (third-order process zone); each of the 36 first-order interphase stacking fault elements connect to one edge of 36 edges of the truncated octahedron, and finally each of the 24 bulk tetrahedron elements connect to one vertex of 24 vortices of the truncated octahedron (third-order process zone). This algebraic structure is manifested by the well-known Euler’s polyhedron formula in algebraic topology as: 
Figure 7. (colour online) Detailed connections between different order process zones in a BCC dual-lattice tessellation.

\[ V - E + F = 2, \text{ in BCC DLPZ } \Rightarrow 24 - 36 + 14 = 2! \]

Figure 7 shows the detailed connections between the truncated octahedron element in the centre and the rest of the lower order process zone elements. For each vertex of the truncated octahedron, it is adjacent with one rectangle prime element, two hexagonal prime elements, three thin plate elements and one tetrahedron element.

3.2. FCC DLPZ tessellation

We now show how to construct a FCC dual-lattice process zone tessellation. Different from BCC DLPZ tessellation shown above, we consider a representative atom with its the nearest neighbours only, and then construct the corresponding Voronoi–Dirichlet polygon (VDP). For a representative atom in FCC lattice, its nearest neighbour VDP is a rhombic dodecahedron as shown in Figure 8(b), and its dual is a cuboctahedron cell (see Figure 8(a)). This particular VDP is the Wigner–Seitz cell in FCC lattice, and it connects with all atoms in the nearest neighbour, which is the unit cell in the dual-lattice space as shown in Figure 8(b).

Figure 8. (colour online) (a) FCC unit cell (nearest neighbour), and (b) FCC Wigner–Seitz cell.
From Figure 8(a), one may find that a FCC dual-lattice tessellation unit is connected to 13 rhombic dodecahedron-shaped process zone elements, but only one of them belongs entirely to the unit. The rest 12 of the rhombic dodecahedron-shaped process zone elements belong to the 12 adjacent tessellation units. Recall that the rhombic dodecahedron is a scaled Wigner-Seitz cell, which we label as the 3rd order process zone.

To build a MCD DLPZ tessellation, we scale down the rhombic dodecahedron process zone from its original size. We then need twelve prism process zone elements to connect the 12 neighbouring 3rd order process zone elements. They correspond to 12 congruent rhombic facets of the rhombic dodecahedron. We label these 12 prism-shaped process zone elements as the second-order process zone. There are 24 planar stacking fault process zone elements that connect to 24 edges in the rhombic dodecahedron element. We label 24 stacking fault process zone elements as the first-order process zone element. The physical meaning of the 24 stacking fault process zone elements are the 24 extended slip surfaces of eight independent slip systems in \(\{111\}\) family. To fill the rest of the space in the interior of the FCC tile unit cornered by the 13 rhombic dodecahedron process zone elements, we need 14 tetrahedron bulk crystal elements, and each of them connects to one vertex of the 14 vertices of the rhombic dodecahedron element. We call these 14 tetrahedron bulk crystal element as the 0th-order process zone element, or the bulk crystal element. The structure of FCC dual-lattice element unit is a homotopy of a conventional FCC crystal unit cell, and it is a scaled version of FCC crystal unit cell built with a hierarchy of different process zones. Figure 9 displays all types of process zone elements as well as bulk crystal elements in an FCC unit cell.

In passing, we note that Figure 9(i) shows a typical Thompson Tetrahedron structure presented in FCC lattice. To exam the detailed connections among different order process zone elements, we display the process zone connections with the centre rhombic dodecahedron process zone element in Figure 10.

Last, we note that the algebraic structure of FCC DLPZ involves: 14 bulk crystal elements, 24 stacking fault process zone elements and 12 prism shape process zone elements, and they connect to the 14 vertices, 24 edges and 12 facets of the centre rhombic dodecahedron element, which again confirms the well-known Euler’s polyhedron formula in algebraic topology,

\[ V - E + F = 2, \quad \text{in FCC DLPZ} \quad \Rightarrow \quad 14 - 24 + 12 = 2 ! \]

This indicates a perfect formation of a FCC crystal super dual-lattice tessellation. Moreover, FCC dual-lattice tessellation is irregular. For the 14 vertices of the center rhombic dodecahedron element, 6 of them are adjacent to 3 rhombic prism elements, 3 thin layer elements, and 1 tetrahedron element; whereas 8 of them are adjacent to 4 rhombic prism elements, 4 thin layer elements, and 1 tetrahedron element. When all elements are glued together, a global view of a complete FCC dual-lattice tessellation is shown in Figure 11.

Finally, we would like to point out that the dual-lattice process zone solid is not a crystal lattice structure, because the nodes of the process zone tessellation only form a quasi-crystal lattice [53]. The essence of this work is to use quasi-lattice structure to represent the crystal lattice and the possible defect presence in the lattice, whose motion is what we intend to study. By doing so, the dual-lattice process zone solid provides a multiscale material model that helps us study defect motions or evolutions inside the physical lattice space.
Figure 9. (colour online) (a) There are 13 third-order process zone elements and 12 second-order process zone elements (only six of them are shown); (b)–(e) 24 first-order stacking fault process zone elements; and (f)–(l) 14 bulk crystal elements (0th-order process zone) in a minimum FCC super dual-lattice tessellation unit.

Figure 10. (colour online) Detailed connections between different order process zones in FCC crystals.

4. Higher order Cauchy–Born rule and multiscale modelling
To this end, we have developed a technical procedure to systematically establish a hierarchical order of process zone elements for both BCC and FCC crystals. In this section, we shall focus on the task: How to model the constitutive relations inside the process zones. In MCDD, we model the constitutive behaviours of the dual-lattice process zone by using an
atomistic-informed strain gradient theory. For general information regarding the atomistic-informed strain gradient theory, the readers may consult papers of [54, 55, 61]. However, in this work, we shall employ a fourth-order atomistic-informed strain gradient theory, which is far beyond the scope of the above-mentioned works.

4.1. Hierarchical high-order Cauchy–Born rule

Based on the kinematic assumption of MCDD, the tetrahedron bulk element is only subjected to uniform deformation, and all the non-linear deformations are confined in various process zone elements. We then set up the following atomistic-informed multiscale constitutive relations in each element type via a hierarchical higher order Cauchy–Born rule: (1) In the bulk tetrahedron elements, the deformation is assumed to be uniform, and the deformation gradient in each bulk crystal element, \( F_e = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \bigg|_{\mathbf{X} \in \Omega^b_e}, e = 1, \cdots, n_{\text{elem}}^b \), will be a constant tensor. Hence, an arbitrary deformed bond vector \( \mathbf{r} \) in a crystal unit cell of a given bulk element can be found by mapping the undeformed bond vector \( \mathbf{R} \) to the deformed vector, \( \mathbf{r} = \mathbf{F} \mathbf{R} \).

we can then calculate the elastic strain energy density in a bulk element by calculating the strain energy density of an arbitrary unit cell inside the element,

\[
W = \frac{1}{\Omega^u_0} \sum_{i=1}^{n_b} \phi(r_i) = \frac{1}{\Omega^u_0} \sum_{i=1}^{n_b} \phi(\mathbf{F} \mathbf{R}_i) = W(\mathbf{F})
\]

where \( r_i = |\mathbf{r}_i| \). Note that the superscript \( u \) refers that \( \Omega^u_0 \) is the volume of the unit cell in the referential configuration, \( \phi(r_i) \) is the atomistic potential and \( r_i, i = 1, 2, \cdots, n_b \) are the current bond lengths in a unit cell, where the bond vector \( \mathbf{r}_i \) is the distance vector between the centre atom in the unit cell and one of the atoms located at a vertex of the unit cell. Note that when calculating strain energy, the unit cell refers to the unit cell at atomistic scale, which is not the tile unit nor super dual-lattice Wigner–Seitz cell. In MCDD computations, a super dual-lattice Wigner–Seitz cell can be very large, and it may contain thousands of atoms. (2) In the first-order process zone, i.e. thin plate interphase process zone element,
we employ the second-order Cauchy–Born rule to extrapolate the strain gradient-based constitutive relation,

$$ \mathbf{r} = \mathbf{F} \cdot \mathbf{R} + \frac{1}{2} \mathbf{G} : (\mathbf{R} \otimes \mathbf{R}), \quad \text{with} \quad \mathbf{G} = \frac{\partial^2 \mathbf{x}}{\partial \mathbf{X} \otimes \partial \mathbf{X}} = \frac{\partial \mathbf{F}}{\partial \mathbf{X}} $$

Taking into account the strain gradient effect on strain energy, we find that

$$ W = \frac{1}{\Omega_0^u} \sum_{i=1}^{n_b} \phi(r_i) = \frac{1}{\Omega_0^u} \sum_{i=1}^{n_b} \phi \left( \left| \mathbf{F} \cdot \mathbf{R}_i + \frac{1}{2} \mathbf{G} : (\mathbf{R}_i \otimes \mathbf{R}_i) \right| \right) = W(\mathbf{F}, \mathbf{G}) $$

(3) For the second-order process zone elements, i.e. the prism-like elements, we employ the third-order Cauchy–Born rule to establish the constitutive relation inside the process zone,

$$ \mathbf{r} = \mathbf{F} \cdot \mathbf{R} + \frac{1}{2!} \mathbf{G} : (\mathbf{R} \otimes \mathbf{R}) + \frac{1}{3!} \mathbf{H} : (\mathbf{R} \otimes \mathbf{R} \otimes \mathbf{R}) $$

with

$$ \mathbf{H} = \frac{\partial^3 \mathbf{x}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} = \frac{\partial^2 \mathbf{F}}{\partial \mathbf{X} \otimes \partial \mathbf{X}} = \frac{\partial \mathbf{G}}{\partial \mathbf{X}} $$

The free-energy density inside the second-order process zone elements are postulated as

$$ W = W(\mathbf{F}, \mathbf{G}, \mathbf{H}). \quad (4) $$

For the third-order process zone elements, or the polyhedra process zone elements, we adopt the fourth-order Cauchy–Born rule to model its constitutive behaviours,

$$ \mathbf{r} = \mathbf{F} \cdot \mathbf{R} + \frac{1}{2!} \mathbf{G} : (\mathbf{R} \otimes \mathbf{R}) + \frac{1}{3!} \mathbf{H} : (\mathbf{R} \otimes \mathbf{R} \otimes \mathbf{R}) + \frac{1}{4!} \mathbf{K} :: (\mathbf{R} \otimes \mathbf{R} \otimes \mathbf{R} \otimes \mathbf{R}) $$

with

$$ \mathbf{K} = \frac{\partial^4 \mathbf{x}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} = \frac{\partial^3 \mathbf{F}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} = \frac{\partial^2 \mathbf{G}}{\partial \mathbf{X} \otimes \partial \mathbf{X}} = \frac{\partial \mathbf{H}}{\partial \mathbf{X}} $$

and the free-energy density in the third-order process zone element is postulated to have the following form,

$$ W = W(\mathbf{F}, \mathbf{G}, \mathbf{H}, \mathbf{K}). $$

For metallic FCC crystals, one may use the embedded atom method (EAM) to calculate the interatomic force. The potential energy density inside a unit cell (not the Wigner–Seitz cell) can be written as,

$$ W = \frac{1}{\Omega_0^u} \left( \sum_i F(\tilde{\rho}_i) + \frac{1}{2} \sum_i \sum_{j \neq i} \phi(r_{ij}) \right), \quad r_{ij} = |\mathbf{r}_j - \mathbf{r}_i|, \quad \tilde{\rho}_i = \sum_{j \neq i} \rho(r_{ij}). $$

(4) Where the superscript $u$ in $\Omega$ indicates that $\Omega_0^u$ is a unit cell. The host electron density at the atom site $\mathbf{x}_i$ is a function of the electron density,

$$ \tilde{\rho}_i = \sum_{j \neq i} \rho(r_{ij}). $$

For the Bravais lattice, there is only one atom in the centre of the unit cell, the potential energy density inside the unit cell may be simplified as,

$$ W = \frac{1}{\Omega_0^u} \left( F(\tilde{\rho}) + \frac{1}{2} \sum_j \phi(r_j) \right), \quad \tilde{\rho} = \sum_j \rho(r_j). $$
where the integer \( j \) is the index of pair potential bond number in a unit call. Consequently, constitutive relations in all types of DLPZ elements can be established. For example, in the bulk crystal element (0th-order process zone element), the first Piola–Kirchhoff stress tensor can be obtained as following,

\[
P = \frac{\partial W}{\partial F} = \frac{1}{\Omega_0} \sum_{j=1}^{n_b} \left( F'(\bar{\rho}) \rho'(r_j) + \frac{1}{2} \phi'(r_j) \right) \frac{r_j \otimes R_j}{r_j},
\]

where \( n_b \) is the total number of the bonds in the unit cell. Similarly, we can find the second Piola–Kirchhoff stress tensor and the Cauchy stress tensor in the bulk element as well,

\[
S = \frac{1}{\Omega_0} \sum_{j=1}^{n_b} \left( F'(\bar{\rho}) \rho'(r_j) + \frac{1}{2} \phi'(r_j) \right) \frac{R_j \otimes R_j}{r_j},
\]

\[
\sigma = \frac{1}{\Omega_0} \sum_{j=1}^{n_b} \left( F'(\bar{\rho}) \rho'(r_j) + \frac{1}{2} \phi'(r_j) \right) \frac{r_j \otimes r_j}{r_j}.\]

The fourth-order elastic tensor can be also obtained as,

\[
C = \left. \frac{\partial^2 W}{\partial E \otimes \partial E} \right|_{E=0} = \frac{1}{\Omega_0} \left\{ \sum_j \left[ \frac{1}{2} \left( \phi'' - \frac{1}{r_j} \phi' \right) + F''(\bar{\rho}) \left( \frac{\partial^2 \rho}{\partial r^2} - \frac{1}{r_j} \frac{\partial \rho}{\partial r} \right) \right] \times \frac{R_j \otimes R_j \otimes R_j \otimes R_j}{r_j^2} + F''(\bar{\rho}) \left( \sum_j \frac{\partial \rho}{\partial r} \frac{R_j \otimes R_j}{r_j} \right) \left( \sum_j \frac{\partial \rho}{\partial r} \frac{R_j \otimes R_j}{r_j} \right) \right\},
\]

where \( E = (1/2)(F^T \cdot F - I) \) is the Green-Lagrangian strain, and \( I \) is the second-order unit tensor.

Inside the process zone, we must evaluate higher order stress couples,

\[
Q := \frac{\partial W}{\partial G} = \frac{1}{2!\Omega_0} \sum_{j=1}^{n_b} \left( F'(\bar{\rho}_i) \rho'(r_j) + \frac{1}{2} \phi'(r_j) \right) \frac{r_j \otimes R_j \otimes R_j}{r_j},
\]

\[
U := \frac{\partial W}{\partial H} = \frac{1}{3!\Omega_0} \sum_{j=1}^{n_b} \left( F'(\bar{\rho}_i) \rho'(r_j) + \frac{1}{2} \phi'(r_j) \right) \frac{r_j \otimes R_j \otimes R_j \otimes R_j}{r_j},
\]

\[
V := \frac{\partial W}{\partial K} = \frac{1}{4!\Omega_0} \sum_{j=1}^{n_b} \left( F'(\bar{\rho}_i) \rho'(r_j) + \frac{1}{2} \phi'(r_j) \right) \frac{r_j \otimes R_j \otimes R_j \otimes R_j \otimes R_j}{r_j},
\]

according to the order of a given process zone.

5. MCDD finite element formulation

Let \( \mathbf{u}(X) \) be the velocity field in the continuum. We define the kinetic energy of the crystalline solid as,

\[
\mathcal{T} = \int_V \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u} dV.
\]
where \( \rho \) is the mass density. We also denote the internal free energy of crystal continuum as

\[
\mathcal{W}_{\text{int}} := \int_V W(F, G, H, K) dV.
\]

where \( W(\cdot) \) is the strain and strain gradient energy density. The Hamilton principle may then be written in terms of displacement variation for the fixed time interval between \( t_0 \) and \( t_1 \),

\[
\delta \int_{t_0}^{t_1} (T - \mathcal{W}_{\text{int}}) dt + \int_{t_0}^{t_1} \delta \mathcal{W}_{\text{ext}} dt = 0 \quad (12)
\]

where \( \mathcal{W}_{\text{ext}} \) is the external potential energy. The variation of kinetic energy is,

\[
\delta T = \int_V \rho \dot{u} \cdot \delta \dot{u} dV,
\]

and the internal virtual work is,

\[
\delta \mathcal{W}_{\text{int}} = \int_V \left\{ \frac{\partial W}{\partial F} : \delta F + \frac{\partial W}{\partial G} : \delta G + \frac{\partial W}{\partial H} : \delta H + \frac{\partial W}{\partial K} : \delta K \right\} dV \quad (13)
\]

Successive integration by parts yields the following expression,

\[
\delta \mathcal{W}_{\text{int}} = -\int_V \nabla_X \cdot \left[ P - \nabla_X \cdot \left( Q - \nabla_X \cdot (U - \nabla_X V) \right) \right] \cdot \delta u dV
+ \int_{\partial V} \left[ N \cdot \left( P - \nabla_X \cdot \left( Q - \nabla_X \cdot (U - \nabla_X \cdot V) \right) \right) \right] \cdot \delta u dS
+ \int_{\partial V} \left[ N \cdot \left( Q - \nabla_X \cdot (U - \nabla_X \cdot V) \right) \right] : \delta F dS
+ \int_{\partial V} \left[ N \cdot (U - \nabla_X \cdot V) \right] : \delta G dS
+ \int_{\partial V} \left[ (N \cdot V) \right] : \delta H dS \quad (14)
\]

Without lose of generality, for simplicity, we assume that on the boundary of the crystalline solid the strain gradient effects may be negligible, so that we may simplify the high-order boundary conditions as:

\[
\tilde{P} = \nabla_X \cdot \left( Q - \nabla_X \cdot (U - \nabla_X \cdot V) \right), \quad \forall \ X \in \partial V_t \quad (15)
\]
\[
\tilde{Q} = \nabla_X \cdot (U - \nabla_X \cdot V), \quad \forall \ X \in \partial V_t \quad (16)
\]
\[
\tilde{U} = \nabla_X \cdot V, \quad \forall \ X \in \partial V_t \quad (17)
\]
\[
\tilde{V} = V, \quad \forall \ X \in \partial V_t \quad (18)
\]

and \( \tilde{T} := N \cdot \tilde{P} \forall X \in \partial V_t \). We assume that

\[
\tilde{Q} \approx 0, \quad \tilde{U} \approx 0, \quad \tilde{V} \approx 0, \quad a.e. \forall X \in \partial V_u. \quad (19)
\]

Note that \( \partial V = \partial V_t \cup \partial V_u \) and \( \delta u = 0, \forall X \in \partial V_u \).

By doing so, the last three terms of the internal work may be neglected. The external virtual work of the system may be expressed as follows,

\[
\delta \mathcal{W}_{\text{ext}} = \int_V b \cdot \delta u dV + \int_{\partial V_t} \tilde{T} \cdot \delta u dS
\]
where \( \mathbf{b} \) is the body force and \( \mathbf{T} \) is the traction vector on \( \partial V_t \). The dynamics equations of the continuous lattice system can be then written as,

\[
\nabla_X \cdot \left( \mathbf{P} - \nabla_X \cdot \left( \mathbf{Q} - \nabla_X \cdot (\mathbf{U} - \nabla_X \cdot \mathbf{V}) \right) \right) + \mathbf{b} = \rho \ddot{\mathbf{u}}, \quad \forall \mathbf{X} \in V,
\]

with the boundary conditions: (15)–(18) and (19).

Based on the strong form of the crystal defect dynamics equations (Equation (20)), we can derive the Galerkin weak formulation of MCDD as follows,

\[
\sum_{i=0}^{n_{\text{elem}}} \left\{ \int_{\Omega_{p_i}^r} \rho_0 \mathbf{u}^h \cdot \delta \mathbf{u} \, dV + \int_{\Omega_{p_i}^r} \mathbf{P} : \delta \mathbf{F}^h \, dV \right\} + \sum_{i=1}^{n_{p_0}^e} \left\{ \int_{\partial_t \Omega_{p_0}^r} \rho_0 \mathbf{u}^h \cdot \delta \mathbf{u} \, dS \right\} = 3 \sum_{i=0}^{n_{\text{elem}}} \left\{ \int_{\Omega_{p_i}^e} \rho_0 \mathbf{b} \cdot \delta \mathbf{u} \, dV \right\} + \sum_{e=1}^{n_{\text{elem}}} \int_{\partial_t \Omega_{p_0}^r} \mathbf{T} \cdot \delta \mathbf{u}^h \, dS
\]

where \( \mathbf{b} \) is the body force, \( \Omega_{p_i}^e \) is the \( e_i \) element in the \( p \)th process zone, \( \partial_t \Omega_{p_i}^e \) is the interception between the traction boundary and the boundary of the \( e_i \)th element in the \( i \)th process zone \( \Omega_{p_i}^e \).

To avoid imposing higher order stress boundary condition, we may either let them vanish at the boundary or simply avoid the higher order process element overlap with traction boundary \( \partial_t \Omega_0^e \).

Note that all kinematic fields with the superscript “h” are the fields derived from the FEA interpolation field rather than the exact value. The local FEA interpolation in an element of the \( i \)th-order process zone is expressed as,

\[
\mathbf{u}^h(\mathbf{X}, t) = \sum_{l=1}^{n_{l_i}} N_{l_i}(\zeta) \mathbf{d}_{l_i}(t), \quad i = 0, 1, 2, 3
\]

where \( n_{l_i} \) is the number of total nodes in the element, and \( i = 0, 1, 2, 3 \) indicates the order of the process zone. Here we count the bulk crystal elements as the 0th-order process zone, the thin plate elements as the first-order process zone, the prism elements as the second-order process zone, and the Wigner–Seitz vertex element as the third-process zone.

The above FEM discretization is a generic form for any elements. In this way, we can use a unified weak formulation for all elements, and in numerical implementation we can set the higher order stress couples or strain gradients to zero inside the lower order process zone elements without changing the generic MCDD FEM formulation. Substituting FEM shape function in the Galerkin weak form, we can obtain the discrete dynamics FEA algebraic equations as follows,
\[ \sum_{i=0}^{3} \sum_{e_i=1}^{n_{e_i}} \sum_{I_i=1}^{n_{d_i}} \int_{V_{e_i}} \left( \mathbf{P} \frac{\partial N_{I_i}}{\partial \mathbf{X}} + \mathbf{Q} : \frac{\partial^2 N_{I_i}}{\partial \mathbf{X} \otimes \partial \mathbf{X}} + \mathbf{U} : \frac{\partial^3 N_{I_i}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} + \mathbf{V} : \frac{\partial^4 N_{I_i}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} \right) \cdot \delta \mathbf{d}_{I_i} dV \\
+ \sum_{i=0}^{3} \sum_{e_i=1}^{n_{e_i}} \sum_{I_i=1}^{n_{d_i}} \int_{V_{e_i}} \mathbf{b} N_{I_i}(\mathbf{X}) \cdot \delta \mathbf{d}_{I_i} dV \\
+ \sum_{e_0=1}^{n_{e_0}} \sum_{I_0=1}^{n_{d_0}} \int_{\partial V_{e_0}} \mathbf{T} N_{I_0}(\mathbf{X}) \cdot \delta \mathbf{d}_{I_0} dS \\
+ \sum_{i=0}^{3} \sum_{e_i=1}^{n_{e_i}} \sum_{I_i=1}^{n_{d_i}} \int_{V_{e_i}} \rho N_{I_i}(\mathbf{X}) N_{J_i}(\mathbf{X}) \ddot{\mathbf{d}}_{I_i} \cdot \delta \mathbf{d}_{I_i} dV = 0. \tag{22} \]

In a representative element \( e \), we define the following FEM matrix tensors,

\[ \frac{\partial \mathbf{u}}{\partial \mathbf{X}} = \sum_{I_i=1}^{n_{d_i}} \frac{\partial N_{I_i}}{\partial \mathbf{X}} \mathbf{d}_{I_i} =: \mathbf{B}_{e_i}(\mathbf{X}) \mathbf{d}_{e_i}, \quad \mathbf{X} \in \Omega_{e_i} \tag{23} \]

\[ \frac{\partial^2 \mathbf{u}}{\partial \mathbf{X} \otimes \partial \mathbf{X}} = \sum_{I_i=1}^{n_{d_i}} \frac{\partial^2 N_{I_i}}{\partial \mathbf{X} \otimes \partial \mathbf{X}} \mathbf{d}_{I_i} =: \mathbf{C}_{e}(\mathbf{X}) \mathbf{d}_{e}, \quad \mathbf{X} \in \Omega_e \tag{24} \]

\[ \frac{\partial^3 \mathbf{u}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} = \sum_{I_i=1}^{n_{d_i}} \frac{\partial^3 N_{I_i}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} \mathbf{d}_{I_i} =: \mathbf{D}_{e_i}(\mathbf{X}) \mathbf{d}_{e_i}, \quad \mathbf{X} \in \Omega_{e_i} \tag{25} \]

\[ \frac{\partial^4 \mathbf{u}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} = \sum_{I_i=1}^{n_{d_i}} \frac{\partial^4 N_{I_i}}{\partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X} \otimes \partial \mathbf{X}} \mathbf{d}_{I_i} =: \mathbf{E}_{e_i}(\mathbf{X}) \mathbf{d}_{e_i}, \quad \mathbf{X} \in \Omega_{e_i} \tag{26} \]

where \( e_i = 1, \ldots, n_{e_i} \) and,

\[ \mathbf{d}_{e}(t) = \left[ \mathbf{d}_1(t), \ldots, \mathbf{d}_{n_{d_i}}(t) \right]^T \]

is the element nodal displacement vector, and \( \mathbf{B}_{e_i}, \mathbf{C}_{e_i}, \mathbf{D}_{e_i} \) and \( \mathbf{E}_{e_i} \) are element interpolation gradient, the second gradient, the third gradient and the fourth gradient matrix tensors! When we say that \( \mathbf{B}_{e_i} \) is a first-order tensor matrix, i.e. \( \mathbf{B}_{e_i} \) is a vector matrix or a matrix with its each entry as the first-order tensor; similarly \( \mathbf{C}_{e_i} \) is a second-order tensor matrix, \( \mathbf{D}_{e_i} \) is a third-order tensor matrix, and \( \mathbf{E}_{e_i} \) is a fourth-order tensor matrix. Following the standard FE discretization procedure, e.g. [29], we can obtain the following discrete crystal defect dynamic equations of motion of crystal bundles,

\[ M \ddot{\mathbf{d}} + \mathbf{f}^{int}(\mathbf{d}) = \mathbf{f}^{ext} \]
where

\[ M = \sum_{i=0}^{3} n_{ei} A_{ei} \int_{V_{ei}} \rho_0 N_{ei}^T N_{ei} dV \]  

(28)

\[ f^{int} = \sum_{i=0}^{3} n_{ei} A_{ei} \int_{V_{ei}} \left( V_{ei}^T \cdot P_{ei} + C_{ei}^T \cdot Q_{ei} + D_{ei}^T \cdot U_{ei} + E_{ei}^T \cdot V_{ei} \right) dV \]  

(29)

\[ f^{ext} = \sum_{i=0}^{3} n_{ei} A_{ei} \left\{ \int_{V_{ei}} N_{ei}^T \rho_0 b dV + \int_{\partial V_{ei}} N_{ei}^T \bar{T} e_{ei} dS \right\} \]  

(30)

where \( n_{ei} A_{ei} \) is the element assembly operator [29], and

\[ N_{ei} = \left[ N_1(X), \ldots, N_{n_{ei}}(X) \right]^T \]

is the element shape function matrix. Note that in lower order process zones, the elemental shape function matrices, \( C_{ei}, D_{ei}, \) and \( E_{ei} \) are set to zero.

The explicit Newmark-\( \beta \) time integration algorithm (\( \beta = 0 \)) [5] is used in the kinematics update,

\[ d_{n+1} = d_n + v_n \Delta t + \frac{1}{2} a_n \Delta t^2 \]  

(31)

\[ a_{n+1} = M^{-1} \left( f^{ext}_{n+1} - f^{int}_{n+1} \right) \]  

(32)

\[ v_{n+1} = v_n + \frac{1}{2} (a_n + a_{n+1}) \Delta t \]  

(33)

where \( d_n \) is the displacement field at the time step \( n \), \( v_n \) is the velocity field at the time step \( n \), and \( a_n \) is the acceleration field at the time step \( n \) and \( \Delta t \) is time increment. The subscript \( n \) and \( n + 1 \) denote to quantities evaluated at time \( t_n \) and \( t_{n+1} \). In MCDD, the bulk crystal element and the process zone elements form a scale-up super lattice structure that resembles the original fine scale dual-lattice structure. In our construction, the order of the process zone element corresponds to the order of strain gradients that are used in the constitutive modelling of the process zone.

In MCDD, different order process zone elements of same crystal is assigned to the same atomistic potential in the construction of constitutive relations, but the kinematic and constitutive constrains vary in different order of process zones. That is: the bulk crystal element only has uniform deformation, which is modelled by the first-order Cauchy-Born rule; whereas non-linear deformation is confined in the process zone elements, which are modelled by various higher order strain gradient Cauchy–Born rules. This will define specific length scale in the specific process zone according to the specific order of the strain gradients, which is the primary reason why we coin the method as the Multiscale Crystal Defect Dynamics, because in three-dimensional crystal lattices we shall have at least three different length scales corresponding to three different order of process zones. Based on the construction, the process zone element family has three different length scales corresponding to three different order of process zones: The interphase element can accommodate linear strains, the prism process zone element allows the second-order strain distribution, and the void type process zone element has non-zero third-order strain gradient distributions.
Consequently, the mesoscale constitutive relation for process zone elements at different scales will behave differently. In this work, we postulate a fundamental hypothesis of multiscale crystal defect mechanics: *For a perfect crystal under external loads, the material will always fail first at where the deformation state becomes inhomogeneous.*

To test the postulate, we perform a benchmark test to validate the hypothesis. The benchmark test is performed on a quadrilateral element Figure 12(a). We use three different order Cauchy–Born rule-based constitutive relations in quadrilateral element, i.e. the first-order Cauchy–Born rule-based constitutive relation, the second-order Cauchy–Born rule-based constitutive relation and the third-order Cauchy–Born rule-based constitutive relation. Since the bilinear quadrilateral element (Q4) can only reproduce bilinear polynomials, and it cannot support strain gradients, for the second-order Cauchy–Born rule-based and the third-order Cauchy–Born rule-based constitutive relations, we add a bubble function mode, \( N_5(\xi, \eta) \), inside the Q4 element, i.e.

\[
\begin{align*}
N_1(\xi, \eta) &= \frac{1}{4}(1 - \xi)(1 - \eta) - \frac{1}{4} N_5(\xi, \eta) \\
N_2(\xi, \eta) &= \frac{1}{4}(1 + \xi)(1 - \eta) - \frac{1}{4} N_5(\xi, \eta) \\
N_3(\xi, \eta) &= \frac{1}{4}(1 + \xi)(1 + \eta) - \frac{1}{4} N_5(\xi, \eta) \\
N_4(\xi, \eta) &= \frac{1}{4}(1 - \xi)(1 + \eta) - \frac{1}{4} N_5(\xi, \eta) \\
N_5(\xi, \eta) &= (1 - \xi^2)(1 - \eta^2)
\end{align*}
\]

In Figure 12, one may find that in a same element the peak force value for the third-order Cauchy–Born rule-based stress–strain law is the lowest, and the peak force value for the second-order Cauchy–Born rule-based stress-strain law is the second lowest and the peak force value for the first Cauchy–Born rule is the highest. This test has clearly demonstrated that the higher order non-linearity of the constitutive model, the lower strength of the constitutive model. This implies that the process zone element will always fail first, and the higher order strain gradient a process zone has, the lower strength it has. In most

![Figure 12](color online) Constitutive behaviours of different order of process zone elements: (a) Benchmark test, and (b) Test results.
MCDD FEM mesh constructions, we choose a subset of atoms as the representative atoms to make a super lattice, which only contains part of lattice slip planes in the crystal space; and then build the corresponding super dual lattice and finally expand it into the super DLPZ tiling, which includes stacking fault interphase elements, prism elements and vertex elements. By doing so, it allows simulations of real and finite size defects and their motions. More precisely speaking, the a priori chosen process zone tessellation is intrinsically built, and it is kinematically favourable for non-linear finite deformations, and therefore it will automatically allow defect nucleation, evolution, propagation and growth.

6. Simulation examples

To validate the proposed MCDD method, in this section we present two examples of MCDD simulations and the comparison between the results of MCDD simulations and that of molecular dynamics.

6.1. Example I: validation of MCDD in simulation of nanoindentation

In the first numerical example, we have employed MCDD to simulate a two-dimensional nanoindentation of single crystal of Cu, which had been carefully studied in the numerical simulations by using both molecular dynamics as well as interatomic potential finite element method (FEM) [67,68]. The FCC lattice microstructure in (110) plane has been briefly discussed by [50] before. Figure 13 shows a two-dimensional process zone FEM mesh (tiling) that can be created based on the two-dimensional FCC lattice structure on (110) plane, or one may create 2D DLPZ tiling by cutting a slice from a three-dimensional process zone FEM mesh (tiling) as shown in Figure 14. Following [68], we adopt a so-called EAM-Mishin potential for Copper (see: [44]), in which the pair potential in Equation (4) is given as,

\[
\phi(r) = \left( E_1 M(r, r_0^{(1)}, \alpha_1) + E_2 M(r, r_0^{(2)}, \alpha) + \delta \right) \psi \left( \frac{r - r_c}{h} \right) - \sum_{n=1}^{3} H(r_s^{(n)} - r) S_n(r_s^{(n)} - r)^4
\]

Figure 13. (colour online) Description of the nanoindentation problem.
where
\[ M(r, r_0, \alpha) = \exp[-2\alpha(r - r_0)] - 2 \exp[-\alpha(r - r_0)] \]
is the Morse function, \( H(\cdot) \) is the Heaviside function and is the cut-off function for the pair potential defined as,
\[
\psi(x) = \begin{cases} 
0, & x \geq 0 \\
\frac{x^4}{(1 + x^4)}, & x < 0
\end{cases}
\]
The embedding function for the EAM-Mishin potential is given as,
\[
F(\tilde{\rho}) = \begin{cases} 
F_0 + \frac{1}{2} F^{(2)}(\tilde{\rho} - 1)^2 + \sum_{n=1}^{4} q_n (\tilde{\rho} - 1)^{n+2}, & \tilde{\rho} < 1 \\
F_0 + \frac{1}{2} F^{(2)}(\tilde{\rho} - 1)^2 + \frac{q_1 (\tilde{\rho} - 1)^3 + Q_1 (\tilde{\rho} - 1)^4}{1 + Q_2 (\tilde{\rho} - 1)^3}, & \tilde{\rho} > 1
\end{cases}
\]
which is the energy required to embed an atom into the electron density distribution. All the parameters in (34) are exactly the same as that in [44,68]. In particular, the host electron density in (34) at the atom site \( r_i \) is defined as,
\[
\tilde{\rho}_i = \sum_{j \neq i} \rho(r_{ij}), \quad r_{ij} = |r_j - r_i|
\]
where \( \rho \) is the electronic density function at each atom site, and it is given as
\[
\rho(r) = \left[ a \exp\left(-\beta_1 \left( r - r_0^{(3)} \right)^2 \right) + \exp\left(-\beta_2 \left( r - r_0^{(4)} \right) \right) \right] \psi \left( \frac{r - r_c}{h} \right)
\]
For the Bravais lattice, the host electron density at the centre of the unit cell is simply denoted as \( \tilde{\rho} \) (without \( i \)), and it may be calculated with respect to different groups of coordinate shells, i.e.
\[
\tilde{\rho} = \sum_{m=1}^{N_m} \rho(r_j).
\]
where \( m \) is the number of coordinate shells and \( N_m \) is the atom number in the \( m \)th shell. If we only consider the nearest neighbour interaction, \( m = 1 \). All the parameters used in the computation presented here are the same as that in [44,68] for single crystal copper. It may be noted that the function \( \rho(r) \) is normalized so that in the equilibrium state \( \tilde{\rho} = 1 \), i.e.

\[
\tilde{\rho}_0 = \sum_m N_m \rho_m(R_m) = 1.
\]

where \( R_m \) and \( N_m \) are the radius and the number of atoms in the \( m \)th coordination shell.

The pair potential \( \phi \) should satisfy the mechanical equilibrium condition of the FCC crystal, i.e.

\[
\sum_m N_m R_m \phi'(R_m) = 0.
\]

where Equations (35)–(36) determine equilibrium bond length and the parameter \( E_1 \). Before proceeding to the simulation, we first used the EAM-Mishin potential and the Cauchy–Born rule to calculate material parameters for the atomistic-enriched continuum model in order to validate the multiscale method. The calculated material constants for Cu are listed in Table 1 in comparison with the experimental data. The nanoindentation test is carried out on a 200 Å × 100 Å plane strain specimen, whose X-axis is along [1 1 0] direction and whose Y-axis is along the [1 1 1] direction as shown in Figure 13. A rigid 2D cylindrical indenter whose axial direction is along the [1 1 0] direction (Z-axis) is imposed normal to the (1 1 1) plane. The radius \( R \) of the cylindrical rigid indenter is 50 Å, and the contact between the rigid indenter and Cu specimen is described by an external repulsive potential as discussed in [30,68]

\[
\phi^{ext}(r) = A H(R - r)(R - r)^3
\]

where \( A \) is a force constant and \( H(r) \) is the step function. In the present calculations, \( A = 10 \text{ eV/Å} \). The indentation proceeds in displacement control at a speed of about 1 m/s. The only difference in the contact algorithm between the present work and that of Zhu et al. [68] is that we have adopted a nanoscale coarse-grained adhesive contact algorithm developed by [51], whereas in [68] a prescribed analytical contact boundary condition is prescribed. One may note from the perspective of 3D projection (see Figure 14), the green bulk element, which can be a rhombic element or two triangle elements, is from the 3D bulk crystal element – a 0th-order process zone in 3D lattice; the orange element is from the second-order process zone in 3D lattice, and the small red rhombic element is from a third-order process zone in 3D lattice. However, in 2D MCDD simulations, some simplifications are being made; we still choose the 2D green bulk element as the 0th-order process zone, but we set the orange element as the first-order process zone, and we set the small red rhombic element as the second process zone. In the FEA model shown in Figure 13, there are 435 0-th order process zone elements (bulk crystal elements), 822 first-order process zone elements, and 288 second-order process zone elements. In Figure 15(a), we display the effective stress distribution on the single crystal (Cu) substrate, which has a pattern that is similar to that obtained via both the atomistic potential-based FEM as well as the molecular dynamics simulations Figure 15(b). In Figure 16, the load-deflection curve of nanoindentation is compared with that of both molecular dynamics and atomistic-potential finite element method (AP-FEM). There are several load-deflection curves obtained in MCDD simulation corresponding to different width of the first-order process zone. It has been shown that all the MCDD results obtained in the simulations
Table 1. Elastic constants for Cu.

<table>
<thead>
<tr>
<th></th>
<th>Experiment</th>
<th>(1st) neighbour</th>
<th>(2nd) neighbour</th>
<th>(3rd) neighbour</th>
<th>4th neighbour</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{1111}$</td>
<td>1.700</td>
<td>1.780</td>
<td>1.745</td>
<td>1.725</td>
<td>1.697</td>
</tr>
<tr>
<td>$C_{1122}$</td>
<td>1.225</td>
<td>1.101</td>
<td>1.256</td>
<td>1.251</td>
<td>1.223</td>
</tr>
<tr>
<td>$C_{1212}$</td>
<td>0.758</td>
<td>0.679</td>
<td>0.786</td>
<td>0.769</td>
<td>0.762</td>
</tr>
</tbody>
</table>

Figure 15. (colour online) The von Mises stress contour in the Cu substrate during indentation (a) MCDD result, and (b) Atomistic-potential FEA and MD results (Reuse permission by Elsevier: License Number 3057290919368).

can automatically predict dislocation nucleation induced elastic instability just as the MD simulation without calculations of eigenvalues of the acoustic tensor, whereas the atomistic-potential FEM is essentially incapable of such prediction because of its intrinsic kinematic restriction. This is because that first the AP-FEM meshes reported in [67,68] are incapable of capturing general crystal slips, and second the AP-FEM is ill-conditioned after it reaches to the critical bifurcation point, i.e. the system does not have any intrinsic length scales as the MCDD does, and hence it has no unique solution for dislocation burst and motion, and it allows multiple solutions or instability modes. To introduce material length scale, MCDD adopts a higher order strain gradient formulation, and it can be also accomplished by introducing various dissipation mechanisms such as heat conduction or diffusion. One of the challenges in nanoindentation simulations is to capture surface roughness of the substrate during the indentation, which is the manifestation of surface displacement burst caused by dislocation nucleation, and it is a distinct feature of nanoscale indentation. In Figure 17, we show the dislocation induced surface roughness captured by the MCDD simulation.

6.2. Example II: simulation of fracture at atomistic scale

In the second example, we apply MCDD to simulate fracture at atomistic scale, and compare the obtained results with that of molecular dynamics simulation [27]. This is a two-dimensional MCDD simulation within (1 1 1) plane of a FCC crystal (Copper) as
Figure 16. Load-deflection curve during indentation.

Figure 17. (colour online) Surface roughness captured in MCDD simulation.

We prescribe a high strain rate boundary loading condition to initiate a mode-I fracture, which is based on the same boundary condition imposed in [27]. To do so, one may first create a three-dimensional FCC DLPZ tessellation, and one can then obtain the two-dimensional (1 1 1) plane process zone tiling by projecting the 3D DLPZ tessellation onto the (1 1 1) plane as shown in Figure 19. To coarsen the DLPZ tiling, we use a super DLPZ tiling with the same aspect ratio as that of the original DLPZ tiling. By doing so, we can create a three-level process zone tiling to cover the whole lattice plane without gap and overlap as shown in Figure 18(b).

The illustrated process zone construction process is revealing, because it shows that the 2D triangle bulk element is actually the projection of the first-order process zone element in a 3D super DLPZ tiling, instead of the projection of the 3D tetrahedron bulk crystal element; while the 2D rectangular element is the (1 1 1)-plane projection of the second-order process zone element (prism element) in 3D lattice, and the 2D honeycomb element is the projection of the 3D third-order process zone element (vertex element). This correspondence is indicated in Figure 19(b). Physically, this makes perfect sense because the (1 1 1) plane
is the most susceptible slip plane in the FCC single crystal, so that the material on (1 1 1) plane must be weaker than that of bulk crystals. In this particular problem, we do not intend to exam the dislocation or crystal slip on (1 1 1) plane, but we would like to study ductile fracture within the (1 1 1) plane. Therefore, in this example, we assume that the triangle bulk element is governed by the first-order Cauchy–Born rule-based constitutive relation; the rectangular interphase element as the first process zone is governed by the second-order Cauchy–Born rule, and the honeycomb element as the first-order process zone is modeled by the third-order Cauchy–Born rule-based stress-strain relation. The simulation specimen of the two-dimensional MCDD computation is shown in Figure 18. Following [24], we have used an analytical EAM potential in the fracture simulation, which is exactly the same as that used in the molecular dynamics simulation [27],

\[
W = \frac{1}{\Omega_0} \left( 1 - \chi F(\bar{\rho}) \right) + \frac{1}{2} \chi \sum_j \phi(r_j),
\]

where
\[
\phi(r) = r^{-12} - r^{-6}, \quad \text{and} \quad F(\bar{\rho}) = \frac{E_{\text{coh}}}{\bar{\rho}_0} \bar{\rho} \ln \bar{\rho},
\]
\[
\bar{\rho} = \sum_j \rho(r_j), \quad \rho(r) = \begin{cases} \frac{\bar{\rho}_0}{d(d+1)} \left( \frac{r_m^2 - r^2}{r_m^2 - 1} \right)^2, & 0 < r < r_m \\ 0, & r \geq r_m \end{cases}
\]
where \(\bar{\rho}_0 = 1/e\), \(r_m\) is the cut-off radius, \(d\) is the space dimension, \(0 \leq \chi \leq 1\) is the ratio of vacancy formation energy to cohesive energy; and the cohesive energy is given by \(E_{\text{coh}} = \frac{1}{2}d(d+1)\epsilon\), and \(\epsilon\) is the bond energy that is normalized as \(\epsilon = m r_0^2 / t_0^2\), in which \(m\) is the atomic mass, \(r_0\) is the equilibrium bond length, and \(t_0\) is the time unit. Note that in a preliminary study [38], we used the EAM-Mishin potential for Copper in the simulation instead of the above EAM potential. The finite element implementations of triangle elements and rectangular elements are straightforward implementation of linear triangle shape functions and bilinear quadrilateral shape functions. One may note that even though the bilinear quadrilateral element can only reproduce linear and the cross-term quadratic functions, for those interphase elements with non-zero rotation angles with respect to the global coordinate, one can still obtain non-zero strain gradients, which may trigger earlier material failure (than the bulk element) if the stress level is high enough. A non-trivial computation task is how to build FEA shape functions for the second-order process zone element, which is a hexagonal element. In this element, we employ the third-order Cauchy–Born rule to obtain its mesoscale constitutive relation, and we assume that the contribution of the second-order strain gradients to crystal defect motion is significant. Because this element may provide an defect model for microvoids and vacancies, we discuss it here in details. In the computation, we use a 6-node honeycomb Wachspress element [59] to model the hexagonal element, i.e. the second-order process zone element. We use the following local finite element interpolation field,

\[
\mathbf{u}(X, Y, t) = \sum_{I=1}^{6} N_I(\xi, \eta) \mathbf{u}_I(t),
\]
which is supported by the following Wachspress shape function,

\[
N_i(\xi) = c_i \frac{\lambda_{i+2}(\xi)\lambda_{i+3}(\xi)\lambda_{i+4}(\xi)\lambda_{i+5}(\xi)}{q(\xi)}, \quad i = 1, 2, 3, 4, 5, 6
\]
where \(\xi = (\xi, \eta)\), and

\[
c_i = \frac{q(\xi_i)}{\lambda_{i+2}(\xi_i)\lambda_{i+3}(\xi_i)\lambda_{i+4}(\xi_i)\lambda_{i+5}(\xi_i)}
\]
in which \(\lambda_j(\xi)\) is the expression of the linear algebraic equation representing the line segment connecting vertices \(j - 1\) and \(j\). A circumference circle,

\[
q(\xi) = \xi^2 + \eta^2 - R^2 = 0,
\]
connects all the vertices as shown in Figure 20. Note that here \(R = 2na\), \(a\) is the lattice bond length, and \(n > 1\) is the scaling factor. For the parameters of the honeycomb element shown in Figure 20, we have the following exact values for \(c_i\),
In this simulation, we have used a process zone tessellation model that consists of total 82,212 nodes, 27,404 bulk crystal elements (triangle element), 40,873 first-order process zone elements (interphase element), and 13,470 second-order process zone elements (hexagonal element) as shown in Figure 18. In comparison with a full molecular dynamics simulation of 300,000 atoms, the reduction in number of degrees of freedom in the MCDD simulation is about 1-to-4. Before the simulation, a pre-notched crack is created in the specimen, which has an initial length 30 in the reduced unit; the thickness of the interphase element is 0.32 in the reduced unit; the time increment of time integration is 0.0033 in the reduced unit, and the velocity imposed at top and bottom boundary is 0.03 \( r_0 / t \), which is corresponding to the strain rate of 1.12 \times 10^{-4} \text{ in [27]}. Figure 21 displays a time sequence of snapshots of crack propagation at different time instances obtained in a MCDD simulation, in which one may find that the crack bifurcates due to acoustic wave perturbation, which is reflected from the boundary. This is in a good agreement with the results obtained in MD simulation of exactly the same specimen, the same material, and the same loading conditions. In Figure 22, we compare the crack speed history (vs. time) obtained in a MCDD simulation with that obtained in a MD simulation [27]. One may see that except that MCDD predicts a slight early crack growth, it agrees with MD result well. In fact, the result presented here is better than our previous result obtained from an atomistic-informed interphase finite element calculation [24,38], in which we have conducted calculation for the same problem. In [24], only the first-order process zone is used, and the effect of the second-order process zone is neglected; and in [38] only the second derivatives of the shape function is considered, and the effect of the third-order derivatives of FEM shape is neglected, while calculating the strain gradient. The results obtained in both studies are far less accurate than that of the present study.
6.3. Special numerical techniques in MCDD computations

In the computations of two examples reported here, some special numerical techniques have been used in simulations, which are the integrated part of MCDD method; we shall discuss them in following.
6.3.1. Non-local interpolation of MCDD

The proposed MCDD is a multiscale method that can seamlessly bridge the gap of several length scales. However, when using MCDD to simulate atomistic scale problems, the partial differential equation-based local MCDD formation may reach its limitation. To alleviate this shortcoming, we adopt the following non-local interpolation scheme in assembling final finite element dynamic equations. In the following, we use the two-dimensional hexagonal MCDD mesh as an example to illustrate the non-local interpolation technique.

Figure 23 shows a representative FEM node cluster distribution in a local region, which is shared by one second-order process zone element, six first-order process zone elements, and six bulk crystal elements. After the global internal force vector, $f_{I}^{int}$, $I = 1, 2, \ldots, 6$, have been assembled, we re-assemble them again based on the following non-local interpolation scheme,

$$\tilde{f}_I = \frac{\sum_{J=1}^{6} f_J w(r_{IJ})}{\sum_{J=1}^{6} w(r_{IJ})}, \quad I = 1, 2, \ldots, 6; \quad \text{where } w(x) = \exp(-x/r_0)H(2r_0 - x)$$

where $H(\cdot)$ is a Heaviside function, and $r_0$ is chosen as the one-third length of the first-order process zone element, $h$, i.e. $r_0 = h/7$; and $r_{IJ} = |\mathbf{r}_J - \mathbf{r}_I|$.

The MCDD dynamics equation then becomes,

$$M\ddot{\mathbf{d}} + \tilde{f}^{int}(\mathbf{d}) = \mathbf{f}^{ext}.$$ 

The non-local interpolation technique is crucial for both simulations of nano-indentation and crack propagation, because in both cases the Cauchy–Born rule-based constitutive relation will break down due to severe non-linear large deformation. Furthermore during
post failure regime even the higher order Cauchy–Born rule cannot accurately take into
the non-local atomistic interaction in the crystal lattice as molecular dynamics does. The
local FEM formulation has to be modified to mimic real material behaviours. From the
practical computation standpoint, the non-local MCDD interpolation can effectively enforce
the element impenetrability condition without invoking additional contact algorithm or
any other ad hoc numerical treatments. Using the conventional Cauchy–Born rule-based
approach simulating dislocation motion has its limitation, because that first the conventional
finite element interpolation field do not provide any kinematic mechanism for dislocation or
discontinuity formation; and second the system will soon loss its stability as demonstrated
by [68]. If one does not update the support of an atom site, the shear failure caused debonding
will soon cause the inter-element penetration. One way to address this problem is to enforce
the inter-element impenetrability condition by either using classical contact algorithm or
convexity requirements of process zone elements e.g. [24]. However, once we adopt the non-
local FEM interpolation technique the element penetration phenomenon almost disappears.

6.3.2. Quadrature in process zone elements
In computations, the proposed process zone method is not a variant of element deletion
algorithm, but an automatic element sliding and separation algorithm that is controlled by
intrinsic material strength inside the process zone. Moreover, we hope to relate the numerical
element sliding, separation, and disintegration with dislocation, fracture, and cavitation in
microscale. To ensure such element sliding/separation/disintegration corresponding to real
material failure phenomena, one has to make sure that there is no numerical mishandling.
However, all the process zone elements used in MCDD are significantly smaller than the
bulk crystal elements in at least one or more directions, which posts danger in shear-locking
during numerical calculations. A systematic study on how to apply reduced integration/hourglass mode control technique to correctly simulate process zone failure is still a work in
progress. Here we report two reduced integration techniques that can be used as the hour-
glass mode control measure. Taking 2D quadrilateral interphase element as an example, we
have used the reduced integration technique to successfully avoid hour-glass mode during
fracture simulation. A two-point reduced integration scheme is illustrated in Figure 24. If
the process zone is a thin layer fault, in actual computation, one may place all the quadrature
points along the middle line the layer and it reduces the number of quadrature points by half.

6.3.3. The width of the process zone element
One open parameter in MCDD simulations is the width of the first-order process zone
element, which essentially determines the sizes of all process zone elements. This is an
important issue in MCDD simulations, and so far we have only had an incomplete study
on it. For example, we show the load-deflection curves for nanoindentation under different
interphase zone widths in Figure 16. In this particular case, the MCDD result that fits best
with MD result is the case when the width of the first-order process zone is chosen in the
range of 1.25 Å ~ 1.75 Å. It happens that the dislocations simulated in this example include
the Shockley partial dislocation, whose Burgers vector is: \( \mathbf{b} = \frac{a}{6}(1 1 2) \) [26]. Consider the
fact that the lattice constant for a single crystal copper (Cu) is: \( a = 3.610 \text{ Å} \), and the real
size of dislocation core in this case should be in the neighbourhood of \( b = a/\sqrt{6} \sim 1.45 \text{ Å} \),
which is almost the best choice of width for the first-order process zone. Since our simulation is a degenerated 2D simulation, further study is needed on how to choose the size of the process zone in 3D simulations.

7. Discussions

In this paper, we have presented a novel MCDD, and it has shown that MCDD can be used as a multiscale simulation tool to study defect mechanics in crystalline solids, and possibly its mesoscale statistical behaviours, i.e. crystalline plasticity.

The main novelties of MCDD are four:

- MCDD employs the DLPZ tessellation to represent or partition crystalline lattice space, and DLPZ tiling is a novel representation of both microstructure of crystalline solids and the microstructure of defects, which has not been explored before. In fact, the DLPZ solid is a homotopy of the original crystal lattice structure. However, the philosophy in MCDD is completely new: the DLPZ model is a representation or combination of both the crystalline solid and the embedded defects under the “same roof” rather than a perfect lattice complex without defects. This philosophy is also reflected how crystalline material fails, which we believe is a change of paradigm in computational materials science as well as defect mechanics.

- MCDD is based on the hypothesis that crystal defects will always (automatically) initiate inside the non-linear process zone, which is a fact observed in many experiments;

- MCDD employs an atomistic-informed higher order strain gradient formulation to construct constitutive relations for different order process zones, which have several distinct advantages: (1) providing both mathematical and physical regularization to ill-posed boundary value problems in the Cauchy–Born continuum, (2) providing physical and statistical links among different defects and (3) providing an approximation or a bridge between local continuum theory and discrete atomic theory and

- MCDD employs a non-local FEA interpolation technique that may take into account microscale non-local atomistic interaction with minimum effort and prevent element penetration.
Based on the preliminary results of MCDD simulations, we would like to make the following comments:

(1) We can construct 3D DLPZ solid for both BCC and FCC crystalline solids in both two-dimensional meshes as well as three-dimensional meshes. In fact, such construction of process zone tessellation is not unique, and this shall be further discussed in a separated paper;

(2) The key to a successful multiscale method is its ability to capture the non-local interaction at different scales while not using much computational resource as that of first principle-based methods. To accomplish this goal, in this work, we have done two things: First we adopt an atomistic-informed constitutive modelling, and second we adopt the high order strain gradient approach; The higher strain gradient approach not only confines non-linear deformation inside the process zone, but also makes them weak links in the homogeneous crystalline solid that allows automatically initiation of defects and defect evolution without the need of remeshing or re-construction of FEA interpolation field. In this regard, MCDD acts more or less like a cohesive zone model (CZM) [64], except it does not need to impose the ad hoc interface cohesive law, which creates a host of problems such as inability to deal with mixed-mode fracture, inconsistency between interface cohesive law and bulk constitutive relation etc.;

(3) We would like to point out that a main reason why MCDD works is because that the strain gradient theory is a special non-local theory in essence, and the relation between strain gradient theory and non-local theory has been articulated by several authors e.g. [4] and [65]; and in this work we actually devise a non-local FEA interpolation that can directly take into account the non-local effect in a local formulation, and

(4) By using MCDD, we can capture dislocation motion and crack propagation at the fine scale. It is true that MCDD has a prescribed superlattice process zone tiling, which can only cover a subset of the real lattice slip planes. Therefore, in this sense, MCDD is tiling- or mesh-dependent. However, the MCDD mesh dependence is different from the mesh-sensitive that the conventional cohesive zone method has, because the MCDD mesh dependence can be alleviated by successive mesh refinement, whereas in CZM method, the mesh dependence is intrinsic, and it will not disappear or alleviate after the mesh refinement (see [18]).

As any modelling method has its own limitation, MCDD has some issues too. In the following, we shall briefly discuss some important aspects of them:

- In applications of MCDD, additional information is needed in determining size or width of the process zone. Physically, almost all the defects have finite size, these include grain boundaries, phase boundaries, persistent slip bands (PSB), twin boundaries, etc., and they range from angstrom Å to micron size – that is the physical basis for the proposed MCDD method. By simulating defects as what they are in real physical world rather than as the idealized low-dimensional models, MCDD may achieve both computational efficiency and accuracy. However, in order to achieve atomistic resolution, MCDD may become more expensive than molecular simulation at atomistic scale. On the other hand, the success of superlattice process
zone tiling depends on the following scaling hypothesis that the defect evolution is self-similar within certain range of spatial scale, which is strong assumption;

- The MCDD formulation reported here does not contain temperature and heat dissipation or conduction, and it may only works for the case of 0°K temperature. However, a preliminary work for finite temperature process zone model has been reported by the present authors [39], which indicates that the extension of MCDD to finite temperature is feasible;

- In this paper, we only show how to construct DLPZ tesselation for BCC and FCC lattices, which are both monatomic and centrosymmetric crystal structures. We have yet to show how to construct the DLPZ tessellation for non-centrosymmetric/polyatomic structures, e.g. silicon, diamond, polarizable ionic crystals, which is a work in progress. Moreover, the atoms in polyatomic structure crystals, can undergo relative translations, so that the usual Cauchy–Born rule may not be applicable. To solve this problem, a correction to the Cauchy–Born rule for inner displacements has been proposed by several authors e.g. [15,37,57]. This type of MCDD formulations and simulations will be reported in a separated paper.

- The two numerical examples presented in this paper are all done in the setting of single crystal solids. MCDD can be readily modified and extended to simulate defect dynamics in polycrystalline solids that have grain boundaries, phase boundaries, persistent slip bands, etc. In fact, in a recent paper, we have simulated fracture in a polycrystalline solids by only using the 0th-order and the first-order process zone elements [46].
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